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First-order moving average processes generating by
Herman’s map

A.A.Dzhalilov1 and J.N.Imomaliev2

1 Turin Polytechnic University in Tashkent
2 National university of Uzbekistan
1Email: adzhalilov21@gmail.com

2Email: jamshidjon.in777@gmail.com

Abstract—Let
{

ξn, n ∈ Z1} be a sequence of independent
identically distributed random variables such that P(ξn = 0) =
p and P(ξn = c) = 1 − p, where c ∈ (0,1), 0 < p < 1 are given
numbers. In present work we investigate the nonlinear first-order
moving average processes associated by Herman’s map h. Let ran-
dom process X(h) := {Xn, n ≥ 1} defined by

Xn+1(h) := h(ξn)+ξn+1 , n ∈ Z1.

We investigate the random process X(h) for stationarity and find
their stationary distribution and show its ergodicity.

Keywords—moving average process, Herman’s map, Markov pro-
cess, stationary distribution.

I INTRODUCTION

The class of stationary random processes is an important
branch of modern probability theory. Such kind random pro-
cesses arises in many kind problems of physics, biology,
medicine, data science and natural sciences (see for instance
[1], [2], [3], [5], [7] ). This paper will focus on the first-order
discrete moving average processes.

Let a,b ∈ (0,1). The Herman’s map h : [0,1) → [0,1)
defined as (see [1], [2])

h(x) =
{

a+ 1−a
b x, 0 ≤ x < b,

a
1−b (x−b), b ≤ x < 1.

Let (Ω,F,P) a probability space and {ξn} be a sequence of
independent identically distributed ( i.i.d.) random variables
such that

P(ξn = 0) = p,
P(ξn = c) = 1− p, (1)

where c > 0 and p ∈ (0;1) are given numbers. We define the
following sequence of random variables associated by map h
and discrete random sequence {ξn} :

Xn+1(h) := h(ξn)+ξn+1, n ∈ Z.

The random process X(h) := {Xn+1, n ∈ Z} is called
first-order moving average or MA(1) process associated
by map h and random sequence {ξn} .

Definition 1.1.(see [3]). The random sequence Xn, n ∈ Z is
called a moving-average process of order q if

Xn = Zn +θ1Zn−1 + ...+θqZn−q,

where {Zn} ∼ WN(0,σ2) and θ1, ...,θq are real con-
stants.The symbol WN(0,σ2) denotes white noise.

Definition 1.2.(see [6]). Let Xn be a Markov chain
with a state space S = {1,2, ...,N} and transition probability
matrix P. A probability distribution π on S is said to be a
stationary distribution of the Markov chain if it satisfies the
following conditions:

a) π j ≥ 0, ∀ j ∈ S;

b) ∑ j∈S π j = 1;

c) π satisfies π ·P= π .

Theorem 1.1. (see [4]). Let P =
∥∥pi j

∥∥ be the transition
matrix of a chain with a finite state space X = {1,2, ...,N}.

a) If there is an n0 such that

min
i, j

p(n0)
i j > 0, (2)

then there are numbers π1, ...,πN such that

π j > 0, ∑
j

π j = 1, (3)

and
p(n)i j → π j, n → ∞ (4)
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for every i ∈ X .

b) Conversely, if there are numbers π1, ...,πN satisfying
(3) and (4), there is an n0 such that (2) holds.

c) The numbers π1, ...,πN satisfy the equations

π j = ∑
α

πα pα j, j = 1, ...,N.

We formulate the main result of our work.
Theorem 1.2. Let Xn+1(h) = h(ξn) + ξn+1 be MA(1)

process associated by map h and ξn+1 defined by (1) . This
process is a Markov chain and the following holds:

a) The transition matrix for this chain is

P=


p 0 p 0

1− p 0 1− p 0
0 p 0 p
0 1− p 0 1− p

 , if 0 < c < b;

and

P=


0 1− p 0 1− p
0 p 0 p

1− p 0 1− p 0
p 0 p 0

 , if b ≤ c < 1;

b) The stationary vector for this chain is π = ( 1
4 ,

1
4 ,

1
4 ,

1
4 );

c) The Markov chain is ergodic.

II PROOF OF THEOREM 1.2

Let the Xn+1(h) be MA(1) process generated by Herman’s
map.

Case 1. Suppose 0 < c < b. Then we have

h(ξn) =

{
h(0) = a,
h(c) = a+ 1−a

b c.

Based on the defined values of X1 and X2, we construct
the following table:

ξ0 ξ1 ξ2 X1 = h(ξ0) +
ξ1

X2 = h(ξ1) +
ξ2

0 0 0 a a
0 0 c a a+ c
0 c 0 a+ c a+ 1−a

b c
0 c c a+ c a+ c+ 1−a

b c
c c 0 a+ c+ 1−a

b c a+ c+ 1−a
b c

c c c a+ c+ 1−a
b c a+ 1−a

b c
c 0 0 a+ 1−a

b c a+ c
c 0 c a+ 1−a

b c a

Using this table, we can write the distribution laws of
random variables X1 and X2:

X1 a a+ 1−a
b c a+ c a+ c+ 1−a

b c
P p2 p(1− p) p(1− p) (1− p)2

X2 a a+ 1−a
b c a+ c a+ c+ 1−a

b c
P p2 p(1− p) p(1− p) (1− p)2

Now we find the joint distribution of random variables X1
and X2:

X1
X2

a a+ 1−a
b c a+ c a+ c+ 1−a

b c ∑

a p3 p2(1− p) 0 0 p2

a+ 1−a
b c 0 0 p2(1− p) p(1− p)2 p(1− p)

a+ c p2(1− p) p(1− p)2 0 0 p(1− p)
a+ c+ 1−a

b c 0 0 p(1− p)2 (1− p)3 (1− p)2

∑ p2 p(1− p) p(1− p) (1− p)2 1

We are required to find the following transition matrix:

P =


p11 p12 p13 p14
p21 p22 p23 p24
p31 p32 p33 p34
p41 p42 p43 p44


p11 = P(X1 = a |X2 = a ) =

p3

p2 = p

p12 = P(X1 = a |X2 = a +
1−a

b
c) = 0

p13 = P(X1 = a |X2 = a + c) =
p2(1− p)
p(1− p)

= p

p14 = P(X1 = a |X2 = a + c+
1−a

b
c) = 0

p21 = P(X1 = a+
1−a

b
c |X2 = a ) =

p2(1− p)
p2 = 1− p

p22 = P(X1 = a+
1−a

b
c
∣∣∣∣X2 = a+

1−a
b

c ) = 0

p23 = P(X1 = a+
1−a

b
c |X2 = a+ c ) =

p(1− p)2

p(1− p)
= 1− p

p24 = P(X1 = a+
1−a

b
c |X2 = a + c+

1−a
b

c) = 0

p31 = P(X1 = a+ c |X2 = a ) = 0

p32 = P(X1 = a+ c
∣∣∣∣X2 = a+

1−a
b

c ) =
p2(1− p)
p(1− p)

= p

p33 = P(X1 = a+ c |X2 = a+ c ) = 0
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p34 = P(X1 = a+ c
∣∣∣∣X2 = a+ c+

1−a
b

c ) =
p(1− p)2

(1− p)2 = p

p41 = P(X1 = a+ c+
1−a

b
c |X2 = a ) = 0

p42 =P(X1 = a+c+
1−a

b
c
∣∣∣∣X2 = a+

1−a
b

c )=
p(1− p)2

p(1− p)
1− p

p43 = P(X1 = a+ c+
1−a

b
c |X2 = a + c) = 0

p44 =P(X1 = a+c+
1−a

b
c |X2 = a c+

1−a
b

c)=
(1− p)3

(1− p)2 = 1− p

So the transition matrix is

P =


p 0 p 0

1− p 0 1− p 0
0 p 0 p
0 1− p 0 1− p


Case 2. Suppose c = b. Then we have

h(ξ ) =
{

h(0) = a
h(c) = 0

Based on the defined values of X1 and X2, we construct
the following table:

X1 0 a c a+ c
P p(1− p) p2 (1− p)2 p(1− p)

X2 0 a c a+ c
P p(1− p) p2 (1− p)2 p(1− p)

Now we find the joint distribution of random variables X1
and X2:

X1
X2

0 a c a+ c ∑

0 0 0 p(1− p)2 p2(1− p) p(1− p)
a p2(1− p) p3 0 0 p2

c 0 0 (1− p)3 p(1− p)2 (1− p)2

a+
c

p(1− p)2 p2(1− p) 0 0 p(1− p)

∑ p(1− p) p2 (1− p)2 p(1− p) 1

Now we find the transition matrix:

p11 = P(X1 = 0 |X2 = 0 ) = 0

p12 = P(X1 = 0 |X2 = a ) =
p2(1− p)

p2 = 1− p

p13 = P(X1 = 0 |X2 = c) = 0

p14 = P(X1 = 0 |X2 = a + c) =
p(1− p)2

p(1− p)
= 1− p

p21 = P(X1 = a |X2 = 0 ) = 0

p22 = P(X1 = a |X2 = a ) =
p3

p2 = p

p23 = P(X1 = a |X2 = c ) = 0

p24 = P(X1 = a |X2 = a + c) =
p2(1− p)
p(1− p)

= p

p31 = P(X1 = c |X2 = 0 ) =
p(1− p)2

p(1− p)
= 1− p

p32 = P(X1 = c |X2 = a ) = 0

p33 = P(X1 = c |X2 = c ) =
(1− p)3

(1− p)2 = 1− p

p34 = P(X1 = c |X2 = a+ c ) = 0

p41 = P(X1 = a+ c |X2 = 0 ) =
p2(1− p)
p(1− p)

= p

p42 = P(X1 = a+ c |X2 = a ) = 0

p43 = P(X1 = a+ c |X2 = c) =
p(1− p)2

(1− p)2 = p

p44 = P(X1 = a+ c |X2 = a + c) = 0

P =


0 1− p 0 1− p
0 p 0 p

1− p 0 1− p 0
p 0 p 0


Case 3. Suppose b < c < 1. Then we have

h(ξ ) =
{

h(0) = a
h(c) = a(c−b)

1−b

We can write the distribution laws of random variables X1
and X2:

X1
a(c−b)

1−b a a(c−b)
1−b + c a+ c

P p(1− p) p2 (1− p)2 p(1− p)

X2
a(c−b)

1−b a a(c−b)
1−b + c a+ c

P p(1− p) p2 (1− p)2 p(1− p)

Now we find the joint distribution of random variables X1
and X2:

X1
X2

a(c−b)
1−b a a(c−b)

1−b + c a+ c ∑

a(c−b)
1−b 0 0 p(1− p)2 p2(1− p) p(1− p)

a p2(1− p) p3 0 0 p2

a(c−b)
1−b + c 0 0 (1− p)3 p(1− p)2 (1− p)2

a+ c p(1− p)2 p2(1− p) 0 0 p(1− p)
∑ p(1− p) p2 (1− p)2 p(1− p) 1
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It follows from the joint distribution laws of X1 and X2 for
b = c and b < c < 1 that the transition matrix for them is the
same:

P =


0 1− p 0 1− p
0 p 0 p

1− p 0 1− p 0
p 0 p 0


Now we find stationary vector π = (π1,π2,π3,π4). Ac-

cording to Definition 1, we solve the following equations:

π ·P = π

Case 1. For 0 < c < b:

(π1,π2,π3,π4)×


p 0 p 0

1− p 0 1− p 0
0 p 0 p
0 1− p 0 1− p

=

=(π1,π2,π3,π4)
π1 · p+π2 · (1− p) = π1
π3 · p+π4 · (1− p) = π2
π1 · p+π2 · (1− p) = π3
π3 · p+π4 · (1− p) = π4

Case 2. For b ≤ c < 1:

(π1,π2,π3,π4)×


0 1− p 0 1− p
0 p 0 p

1− p 0 1− p 0
p 0 p 0

=

=(π1,π2,π3,π4)
π3 · (1− p)+π4 · p = π1
π1 · (1− p)+π2 · p = π2
π3 · (1− p)+π4 · p = π3
π1 · (1− p)+π2 · p = π4

For both cases, the roots of above equations are π1 =
π2 = π3 = π4. According to Definition 1.2, π1 +π2 +π3 +
π4 = 1. Therefore, the stationary vector is unique and π =
( 1

4 ,
1
4 ,

1
4 ,

1
4 ).

According to Theorem 1.1, we find n0 values for the found
transition matrices:

P2 =

 p 0 p 0
1− p 0 1− p 0

0 p 0 p
0 1− p 0 1− p

×

 p 0 p 0
1− p 0 1− p 0

0 p 0 p
0 1− p 0 1− p

=

=

 p2 p2 p2 p2

p(1− p) p(1− p) p(1− p) p(1− p)
p(1− p) p(1− p) p(1− p) p(1− p)
(1− p)2 (1− p)2 (1− p)2 (1− p)2



P2 =

 0 1− p 0 1− p
0 p 0 p

1−q 0 1−q 0
p 0 p 0

×

 0 1− p 0 1− p
0 p 0 p

1−q 0 1−q 0
p 0 p 0

=

=

 p(1− p) p(1− p) p(1− p) p(1− p)
p2 p2 p2 p2

(1− p)2 (1− p)2 (1− p)2 (1− p)2

p(1− p) p(1− p) p(1− p) p(1− p)


So, for all transition matrices, n0 = 2. Hence, the given chain is ergodic.
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Abstract—In present work we study the hitting times for circle
homeomorphisms with one break point and universal renor-
malization properties. Consider the set X(ρ) of all orientation
preserving circle homeomorphisms T ∈ C2+ε (S1 \ {xb}), ε > 0,
with one break point xb and irrational rotation number
ρT = −k+

√
k2+4

2 , k ≥ 1. For each n ≥ 1 we define cn := cn(c) such
that µ([xb,cn]) = c ·µ([xb,T qn(xb)]), where qn are first return times
of T. Denote by En,c(x) first hitting times of x to interval [xb,cn].

Consider the rescaled first hitting time En,c := 1
qn+1

En,c(x). We
study convergence in law of random variables En,c(x). We show
that the limit distribution is singular w.r.t. Lebesgue measure.

Keywords—circle homeomorphisms, break point, rotation num-
ber,invariant measure, renormalization transformation, return time,
hitting time

I INTRODUCTION

One of the important problems of ergodic theory is to
study the behaviour of hitting times. Let (X ,B,µ) be a prob-
ability measure space and T : X → X be µ− invariant trans-
formation. Fix a point z ∈ X and consider the measurable
subset A ⊂ X , µ(A)> 0. Define the hitting time EA : X →N
by

EA(x) = in f{i ≥ 1 : T i ∈ A},

and we set EA(x) = ∞, if T i(x) /∈ A for all i ∈Z1. The restric-
tion of EA(x) to A is called the first return time of A.

The problem consists of finding conditions under which
the hitting time, after rescaling by some suitable constant de-
pending on A, converges in law, when µ(A) tends to zero.
Since the expectation of the first hitting time is of the or-
der 1/µ(A), it is natural to rescaled the hitting time by this
factor. Limit laws of hitting times have been obtained in var-
ious contexts such as: hyperbolic automorphisms of the torus
and Markov chains [1], Axiom A diffeomorphisms and shifts
of finite type with a Hölder potential, piecewise expanding

maps of the circle and critical circle maps [2].
Circle homeomorphism, particularly theory of hitting time

is important not only for the natural sciences, but also for
applications in economics, information theory, biology, for
the study of various heart diseases [3], in blood tests, etc.

The piecewise smooth circle homeomorphisms with break
points studied by many authors (see for instance [4], [5], [6],
[7], [8], [9], [10]).

Let T be an orientation preserving homeomorphism of the
circle S1 = R1/Z1 ≃ [0,1) with irrational rotation number
ρ = ρ(T ). Let µ = µT be the unique invariant probability
measure of T. Fix a point z ∈ S1 and consider the interval
Vε(z) = [z,z+ ε] ⊂ S1. Consider the first hitting time to the
interval Vε(z) by

Eε(t) = in f{i ≥ 1 : T i ∈Vε(z)}.

Next define rescaled hitting time by Eε(t) = µ(Vε(z))Eε(t)
We are interested in the converges of the distribution function
of the random variable Eε(t) i.e. in the convergence of the
distribution function

Fε(t) = µ
(
x ∈ S1 : Eε(x)≤ t

)
, ∀t ∈ R1,

as ε → 0, for every t belonging to the continuity points of the
limit function. The case when ε → 0, for every t belonging
to the continuity points of the limit function.

Coelho and de Faria in [11], investigated the problem of
convergence of random variables Eε(t) for linear irrational
rotations Tρ(x) = x+ρ mod1. It is known that for linear irra-
tional rotation Tρ unique invariant measure is Lebesgue mea-
sure ℓ. If ε = εn is chosen such that Vεn(z) corresponds to a
sequence of renormalisation intervals for fρ as done in [11],
it is proved in [11] that for Lebesgue almost every rotation
number ρ, the rescaled hitting times Xε(t) = µ(Vε(z))Eε(t)
do not converge in law as ε tends to zero, and all possible
limit laws under a subsequence of εn are obtained. Notice
that if Fεn(t) converges for some εn converging to zero ev-
ery, the limit probability distribution F(t) either step function
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with two discontinuity points, or uniform distribution on in-
terval [0,1]. Let qn, n ≥ 1 be the first return times for Tρ (see
for details the next section). Fix c ∈ (0,1]. For every n ≥ 1
uniquely define the points cn(ρ) by relation:

|[x0,cn(ρ)]|= c · |[x0,T
qn

ρ (x0)]|,

where | · | denotes the length of the in interval. We denote by
∆n,c the interval [x0,cn(ρ)). Consider the hitting time En,c to
the interval ∆n,c. Define rescaled hitting time by

En,c(x) := µ(∆n,c)En,c(x).

Denote by Fn,c(t) the distribution function of En,c(x). It is
proved that for any irrational number ρ , the rescaled hitting
times Eε(x) do not converge in law as ε tends to zero. In
this paper we investigate the rescaled hitting times for cir-
cle homeomorphisms with a single break point. Let T ∈
C2+ε(S1 \ x0), ε > 0 be circle homeomorphism with a sin-
gle break point x0 and with irrational rotation number ρT i.e.

ρT = −k+
√

k2+4
2 , k ≥ 1. Denote by ϕ a conjugation between

T and Tρ , i.e. ϕ ◦T = Tρ ◦ϕ.

Figure 1.

On the circle S1 there are two natural probability measures:
Lebesgue measure ℓ and T−invariant measure µ := µT . Now
we consider two distribution functions Fn,c(t) and Φn,c(t) of
rescaled hitting time E(x) with respect to measures µ and ℓ,
respectively. The distribution function Fn,c(t) of T coincide
with distribution function of linear rotation Tρ . Therefore all
statements of Coelho and de Faria’s work [11] are true for
T−invariant measure µ. The invariant measure µ is singu-
lar with respect to Lebesgue [6]. Notice that for sufficiently
piecewise smooth circle homeomorphisms with finite num-
ber break points and irrational rotation number the map T is
ergodic w.r.t. Lebesgue measure also.

By definition

Φn(t) = ℓ
(
x ∈ S1 : E(x)≤ t

)
, ∀t ∈ R1.

A.Dzhalilov in [2] studied the limit behaviour of distribution
function with respect to Lebesgue measure for critical circle
maps with irrational rotation number and for renormalized
neighborhood of critical point. We study the limit behavior
of distribution function with respect to Lebesgue measure for
circle homeomorphism with single break point and with irra-
tional rotation number.

The main results of our work are the following theorems.

Theorem 1. Let c ∈ (0,1]. Consider a circle homeomor-
phism T ∈ C2+ε(S1 \ {x0}) with a single break point x0 and
with irrational rotation number with following expansion to

continued fractions: ρ = [k,k, . . . ,k, . . .] = −k+
√

k2+4
2 , k ≥ 1.

Let
{

Φn,c(t)
}∞

n=1 be the sequence of distribution functions
with respect to Lebesgue measure on circle, corresponding
to the first rescaled hitting time En,c(x) to interval ∆n,c. Then

1) For all t ∈ R1 there exist the finite limit

lim
n→∞

Φn,c(t) = Φc(t),

and where Φc(t) = 0, if t ≤ 0, and Φc(t) = 1, if t > 1;
2) Φc(t) is a strictly increasing on [0,1] and continuous

distribution function on R1 .
Theorem 2. Let c ∈ (0,1]. Consider a circle homeomor-

phism T ∈ C2+ε(S1 \ {x0}) with a single break point x0 and
with irrational rotation number with following expansion to

continued fractions: ρ = [k,k, . . . ,k, . . .] = −k+
√

k2+4
2 , k ≥ 1.

Let
{

Φn,c(t)
}∞

n=1 be the sequence of distribution functions
with respect to Lebesgue measure on circle, correspond-
ing to the first rescaled hitting time En,c(x) to interval ∆n,c.
Then Φc(t) is a singular function on the interval [0, 1], i.e.
dΦc(t)

dt = 0 for almost all (according to Lebesgue measure)
x ∈ [0, 1].

II GENERALIZED DYNAMICAL PARTITIONS OF THE
CIRCLE

Consider the circle homeomorphism T , with one
break point b and irrational rotation number ρ = ρT =
[a1,a2, ...,an, ...]. We let pn

qn
denote n th appropriate fraction

of ρT , pn/qn = [a1,a2, ...,an]. The numbers qn, n ≥ 1 are
called first return times Poincare for the map T . The num-
bers pn and qn satisfy recursion relations [12]:

pn+1 = an+1 pn + pn−1, n ≥ 1, p0 = 0, p1 = 1,

qn+1 = an+1qn +qn−1, n ≥ 1, q0 = a1, q1 = 1.

Via the orbit OT = {xn = T n(0), n ≥ 0} break point x0 = 0
we define the sequence of dynamical partitions of a circle.
We denote by ∆

(n)
0 (x0) the joining the points x0 and xqn =

T qn(x0).
Suppose ∆

(n)
i := T i∆

(n)
0 (x0). It is well known, that the sys-

tem of intervals

Pn(x0) = {∆
(n−1)
0 (x0),∆

(n−1)
1 (x0), . . . ,∆

(n−1)
qn−1 (x0)}

∪{∆
(n)
0 (x0),∆

(n)
1 (x0), . . . ,∆

(n)
qn−1−1(x0)}

is partition of the circle. Any two segments Pn(x0) of parti-
tion can intersect only at end points. Partition Pn(x0) called
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n−th dynamical partition. We note, that P1(x0)< P2(x0)<
.. . ,Pn−1(x0) < Pn(x0), . . .. Under the transition from Pn to
Pn+1 all segments of rank n are preserved, and each of the
segments with rank (n − 1) are decomposed into two seg-
ments:

∆
(n−1)
i = ∆

(n+1)
i ∪∆

(n)
i+qn

.

Define the first return time function Rn,c : ∆n,c → N:

Rn,c(x) = min{ j ≥ 1 : T jx ∈ ∆n,c}.

From properties of dynamical partitions [7] we have

Rn,c(x) =

 qn+1 , x ∈ [x−qn+1 ,cn]
qn+2 , x ∈ [x0,T−qn+2cn]
qn+3 , x ∈ [T−qn+2cn,x−qn+1 ]

(1)

We introduce the following notation:

A(n)
0 = [x0,T−qn+2cn], B(n)

0 = [x−qn+1 ,cn]

C(n)
0 = [T−qn+2cn,x−qn+1 ].

Figure 2.

Theorem 3. Consider the following segments A(n)
i , 0 ≤

i < qn+2, B(n)
j , 0 ≤ j < qn+1, C(n)

k , 0 ≤ k < qn+3, where

A(n)
i := T i(A(n)

0 ), B(n)
j := T j(B(n)

0 ) and C(n)
k := T k(C(n)

0 ). The
following statements are hold:

1. A(n)
i , B(n)

j and C(n)
k pairwise does not intersect (except

for the end points);

2.

(
qn+2−1⋃

i=0
A(n)

i

)⋃(qn+1−1⋃
j=0

B(n)
j

)⋃(qn+3−1⋃
k=0

C(n)
k

)
= S1;

3.

∆
(n)
l = A(n)

l

⋃
C(n)

l

⋃
B(n)

l

⋃
C(n)

l+qn+2
, 0 ≤ l < qn+1;

and
∆
(n+1)
s = A(n)

s+qn+1

⋃
C(n)

s+qn+1
, 0 ≤ s < qn.

We prove this theorem by using main properties of dy-
namical partitions (see [12]). So first two statements easily
follow from third statement and we show illustration of this
statement.

Figure 3.

III THE HITTING TIMES

Using (1) and Theorem 3 we obtain that En,c(x) get values
from 1 to qn+3. Now normalize En,c(x), i.e. we divide it by
the largest value, and we denote by En,c(x), i.e.

En,c(x) =
1

qn+3
En,c(x).

Obviously, that function En,c(x) will be a random variable
taking value in [0,1] . We denote by Φn,c(t) distribution func-
tion of En,c(x).

Now we formulate the next theorem.
Theorem 4. The distribution function of the normalized

hitting function En,c(x) has the following form.

Φn,c(t)=



0, if t ≤ 0

qn+1−1
∑

i=qn+1−m
|A(n)

i |+
qn+2−1

∑
j=qn+2−m

|B(n)
j |+

qn+3−1
∑

k=qn+3−m
|C(n)

k |,

if mq−1
n+3 ≤ t ≤ (m+1)q−1

n+3, 1 ≤ m ≤ qn+1

qn+1−1
∑

i=0
|A(n)

i |+
qn+2−1

∑
j=qn+2−m

|B(n)
j |+

qn+3−1
∑

k=qn+3−m
|C(n)

k |,

if mq−1
n+3 ≤ t ≤ (m+1)q−1

n+3, qn+1 ≤ m ≤ qn+2

qn+1−1
∑

i=0
|A(n)

i |+
qn+2−1

∑
j=0

|B(n)
j |+

qn+3−1
∑

k=qn+3−m
|C(n)

k |,

if mq−1
n+3 ≤ t ≤ (m+1)q−1

n+3, qn+2 ≤ m ≤ qn+3

1, if t ≥ 1

Theorem 5. For all n ≥ 1 the following relation is hold:

Φn,c(t) = 1−Ψn,c(1− t), t ∈ R1,

where the distribution function Ψn,c(t):

Ψn,c(t)=



0, if t ≤ 0
l
∑

k=0
|C(n)

k |, if 1 ≤ l < qn+1

l−qn+1

∑
i=0

|A(n)
i |+

l
∑

k=0
|C(n)

k |, if qn+1 ≤ l < qn+2

l−qn+2

∑
j=0

|B(n)
j |+

l−qn+1−1
∑

i=0
|A(n)

i |+
l
∑

k=0
|C(n)

k |, if qn+2 ≤ l < qn+3

1, if t ≥ 1

where l = qn+3 −m−1.
Proof. With using Theorem 4 and structure of dynamical

partitions we write Φn,c(t) in useful form. Let mq−1
n+3 ≤ t ≤

(m+1)q−1
n+3, qn+2 ≤ m ≤ qn+3. We have

Φn,c(t) =
qn+1−1

∑
i=qn+1−m

|A(n)
i |+

qn+2−1

∑
j=qn+2−m

|B(n)
j |+

qn+3−1

∑
k=qn+3−m

|C(n)
k |
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Hence

Ψn,c(1− t) = 1−Φn,c(t) = 1−
{ qn+1−1

∑
i=qn+1−m

|A(n)
i |+

+
qn+2−1

∑
j=qn+2−m

|B(n)
j |+

qn+3−1

∑
k=qn+3−m

|C(n)
k |
}
=

qn+3−m−1

∑
k=0

|C(n)
k |.

On the other hand

mq−1
n+3 ≤ 1− t ≤ (m+1)q−1

n+3,

1− (m+1)q−1
n+3 ≤ t ≤ 1−mq−1

n+3.

From notation m = qn+3 − l −1

1− (qn+3 − l −1+1)q−1
n+3 ≤ t ≤ 1− (qn+3 − l −1)q−1

n+3;

lq−1
n+3 ≤ t ≤ (l +1)q−1

n+3, 1 ≤ l < qn+1.

From last inequality we get

Ψn,c(t) =
l

∑
k=0

|C(n)
k |, if 1 ≤ l < qn+1.

If mq−1
n+3 ≤ t ≤ (m+1)q−1

n+3 and qn+1 ≤ m ≤ qn+2,

Ψn,c(1− t) = 1−Φn,c(t) =

= 1−
{ qn+1−1

∑
i=0

|A(n)
i |+

qn+2−1

∑
j=qn+2−m

|B(n)
j |+

qn+3−1

∑
k=qn+3−m

|C(n)
k |
}
=

=
qn+2−m

∑
j=0

|B(n)
j |+

qn+3−m

∑
k=0

|C(n)
k |.

If one take

mq−1
n+3 ≤ 1− t ≤ (m+1)q−1

n+3,

1− (m+1)q−1
n+3 ≤ t ≤ 1−mq−1

n+3.

Hence
lq−1

n+3 ≤ t ≤ (l +1)q−1
n+3,

Ψn,c(t) =
l−qn+1

∑
j=0

|B(n)
j |+

l

∑
k=0

|C(n)
k |, if qn+1 ≤ l < qn+2.

If mq−1
n+3 ≤ t ≤ (m+1)q−1

n+3, 1 ≤ m ≤ qn+1,

lq−1
n+3 ≤ t ≤ (l +1)q−1

n+3.

Hence,

Ψn,c(t) =
l−qn+2−1

∑
i=0

|A(n)
i |+

l−qn+2

∑
j=0

|B(n)
j |+

l

∑
k=0

|C(n)
k |,

if qn+2 ≤ l < qn+3. Theorem 5 is completely proved.
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Abstract– It is proved that invariant measures of P -
homeomorphisms of a circle with countable many break points and
with single critical point, and an irrational rotation number are sin-
gular with respect to the Lebesgue measure on the circle.

Key words– circle homeomorphism, rotation number, invariant
measure, critical point, break point.

In the present paper, we study invariant measures of circle
homeomorphisms with singularities, more precisely, critical
circle homeomorphisms with an infinite number of breaks.

Consider an orientation-preserving circle homeomor-
phism f :

f (x) = F(x)(mod 1), x ∈ S1,

where F(x) - continuous, strictly increasing function on R1

satisfying condition

F(x+1) = F(x)+1, x ∈ R,

and it is called a lift of the homeomorphism f . Let F be the
lift with initial condition F(0) ∈ [0,1) . We denote by ρ f the
rotation number of the homeomorphism f (see [1]), that is,

ρ f = lim
n→∞

Fn(x)
n

, x ∈ R1.

Henceforth, Fn(x) denotes the nth iteration of the function
F . The limit ρ f belongs to the interval [0,1) and does not
depend on the point x . The number ρ f is the most im-
portant numerical characteristic of the homeomorphism f .
Namely, if the rotation number ρ f is irrational, then the
homeomorphism f has a unique probability invariant mea-
sure µ f . Moreover, there exists a continuous, non-decreasing
function ϕ : S1 → S1 such that ϕ ◦ f = fρ f ◦ϕ , where fρ f =
x+ ρ f (mod 1) (see [1]). Note that the semi-conjugation ϕ

and the invariant measure µ f are connected by the relation
ϕ(x) = µ f ([0,x]), x ∈ S1. Because of this relation, invari-
ant measure µ f is absolutely continuous with respect to the

Lebesgue measure ℓ if and only if ϕ is given by an absolutely
continuous function.

The fundamental results in the problem of smoothness
of the conjugacy were obtained by V.I. Arnold, J. Moser,
M. Herman, J.C. Yoccoz, Ya.G. Sinai and K.M. Khanin, Y.
Katznelson and D. Ornstein.

We formulate the last two important results in this area.
Theorem 1. (Katznelson-Ornstein,[2]). Let f be an

orientation preserving C1− circle diffeomorphism. If f ′

is absolutely continuous, f ′′
f ′ ∈ Lp for some p > 1 and

the rotation number ρ = ρ f is of bounded type, then the
invariant measure µ f is absolutely continuous with respect
to Lebesgue measure.

Theorem 2. (Khanin-Sinai,[3]). Let f be a C2+ε circle
diffeomorphism for some ε > 0, and let the rotation number
ρ = ρ f be a Diophantine number with exponent δ ∈ (0,ε),
i.e., there is a constant c(ρ) such that

|ρ − p
q
| ≥ c(ρ)

q2+δ
, f or any p,q ∈ Q

Then the conjugating map ϕ belongs to C1+ε−δ .

One of the important class of circle homeomorphisms
are homeomorphisms with break points, or the class of P -
homeomorphisms.

Definition 1. Let f be circle homeomorphisms with the lift
F. If at the point xb ∈ S1 there exist one-sided positive deriva-
tives F ′(xb − 0), F ′(xb + 0) and F ′(xb − 0) ̸= F ′(xb + 0),
then x = xb is called break point of the homeomorphism f .

The number σ f (xb) =
F ′(xb−0)
F ′(xb+0) is called jump ratio or

jump of the homeomorphism f at the point x = xb.
Definition 2. An orientation-preserving circle homeomor-

phism f with the lift F is called P - homeomorphism, if F
satisfies the following conditions:
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1) F is differentiable on S1 except at a finite or countable
number of break points;

2) there exist constants 0 < c1 < c2 <+∞ such that

c1 < F ′(xb −0), F ′(xb +0)< c2, ∀xb ∈ BP( f ),

c1 < F ′(x)< c2, ∀x ∈ S1 \{BP( f )},
where BP( f ) - set of all break points of f ;

3) lnF ′ has bounded variation in S1, i.e. v(F) =
varS1 lnF ′ < ∞.

The regularity properties of invariant probability measures
of circle homeomorphisms with break points differ from
the properties in the case of circle diffeomorphisms. The
piecewise-linear (PL) orientation preserving circle homeo-
morphisms with two break points are the simplest examples
of P-homeomorphisms. The invariant measures of PL home-
omorphisms were studied first by Herman in [4].

Theorem 3. (Herman). A PL circle homeomorphisms
with two break points and irrational rotation number has
an invariant measure absolutely continuous with respect to
Lebesgue measure if and only if its break points belong to
the same orbit.

General (non PL) circle homeomorphisms with one break
point have been studied by Dzhalilov and Khanin in [5]. The
character of their results for such circle maps is quite differ-
ent from the one for C2+ε - diffeomorphisms. The main result
of [5] is the following:

Theorem 4. Let f be a circle homeomorphisms with
a single break point xb. If the rotation number ρ f of f is
irrational and f ∈ C2+ε(S1 \ {xb}) for some ε > 0, then the
f− invariant probability measure µ f is singular with respect
to Lebesgue measure ℓ.

The invariant measures of circle homeomorphisms with
two break points of "general type", that is, which are not
piecewise linear, were studied in [6], [7]. We state the main
results of these papers.

Theorem 5. ([6]). Suppose that a circle homeomorphism
f with lift F satisfies the following conditions.

1) The rotation number ρ f is irrational of "bounded type",
that is, the sequence of elements of the expansion of ρ f into
a continued fraction is bounded.

2) f has break points at two points b1,b2 of the circle that
do not lie on the same trajectory.

3) The derivative F ′(x) exists on the set S1 \ {b1,b2} and
satisfies Lipschitz conditions on every connected component
of that set.

Then the f−invariant measure µ f is singular with respect
to Lebesgue measure ℓ.

Circle homeomorphisms with two break points but arbi-
trary irrational rotation number were studied in [7].

Theorem 6 ([7]). Suppose that a circle homeomorphism f
with lift F satisfies the following conditions.

1) The rotation number ρ f is irrational;
2) f has break points at points b1,b2 and the derivative

F ′(x) is absolutely continuous on every connected compo-
nent of the set S1 \{b1,b2};

3) F ′′(x) ∈ L1(S1,dℓ);
4) The product of the jumps at the break points is non-

trivial, that is, σ1 ·σ2 ̸= 1.
Then the f− invariant probability measure µ f is singular

with respect to Lebesgue measure.

Now we formulate the main result of the paper of A.A.
Dzhalilov, D. Mayer, U.A. Safarov [8].

Theorem 7. Suppose that the lift F(x) of circle homeo-
morphism f with irrational rotation number satisfies the fol-
lowing conditions:

(1) f has break points b(1), b(2), ...,b(k) ∈ S1 and F ′(x)
absolutely continuous function on each connected compo-
nent of the set S1 \{b(i), i = 1,k};

(2)
∫
S1
|F ′′(x)|dℓ < ∞;

(3)
k
∏
i=1

σi ̸= 1.

Then the f - invariant probability measure µ f is singular
with respect to Lebesgue measure ℓ on the circle S1, i.e.
there exists a set A ⊆ S1 such that ℓ(A) = 1 and µ f (A) = 0.

In the paper [9] author answered positively a question
of whether it is possible for a circle diffeomorphisms with
breaks to be smoothly conjugate to a rigid rotation in the case
when its breaks are lying on pairwise distinct trajectories. An
example constructed is a piecewise linear circle homeomor-
phisms that has four break points lying on distinct trajecto-
ries, and whose invariant measure is absolyutely continuous
w.r.t. the Lebesgue measure.

Another important class of circle homeomorphisms with
singularities is critical circle homeomorphisms.

Definition 3. The point xcr ∈ S1 is called non-flat
critical point of a homeomorphism f with order d > 1, if
f (x) = φ(x)|φ(x)|d−1 + f (xcr) for all x in the some δ−
neighborhood Uδ (xcr), where φ : Uδ (xcr)→ φ(Uδ (xcr)) is a
C3 diffeomorphism such that φ(xcr) = 0.

An important one-parameter family of examples of critical
circle maps are the Arnold’s maps defined by

fθ (x) := x+θ +
1

2π
sin2πx (mod1), x ∈ S1

Acta of Turin Polytechnic University in Tashkent, 2024, 30, 15-17



INVARIANT MEASURE OF CRITICAL CIRCLE HOMEOMORPHISMS WITH COUNTABLE NUMBER OF BREAKS 3

For every θ ∈ R1 the map fθ is a critical map with critical
point 0 of cubic type.

Invariant measures of critical circle homeomorphisms
were studied for the first time by Graczyk and Swiatek ([10]).
They proved that if f is C3 smooth circle homeomorphism
with finitely many critical points of polynomial type and an
irrational rotation number of bounded type, then the invari-
ant measure of critical circle homeomorphisms is singular
w.r.t. Lebesque measure on S1. Recently de Faria and Guar-
ino ([11]) proved the following

Theorem 8. If f : S1 → S1 is a C3 multicritical circle map
without periodic points, then f admits no σ− finite invariant
measure which is absolutely continuous with respect to
Lebesgue measure.

There arises then naturally the problem of regularity of
the invariant measure of circle homeomorphisms of mixed
types of singularities, that is, homeomorphisms with critical
and break points. Regularity of invariant measure of circle
homeomorphisms with finite number of mixed types of sin-
gularities was studied in [12].

The main result of [12] is the following
Theorem 9. Suppose that circle homeomorphisms f has

critical points x(k)cr , k = 1,m with order dk > 1 and its rotation
number ρ f is irrational. Let f be P− homeomorphism in

the set S1 \
m⋃

k=1
Uωk(x

(k)
cr ) with finite number of break points.

Then f− invariant measure µ f is singular w.r.t. Lebesgue
measure.

Now we formulate our main result.
Theorem 10. Suppose that circle homeomorphisms f has

only one critical point xcr with order d > 1 and rotation
number ρ f is irrational. Let f be P− homeomorphism in the
set S1 \Uω(xcr) with countable many break points. Then f−
invariant measure µ f is singular w.r.t. Lebesgue measure.

I CONCLUSION

The question of the absolute continuity and singularity of
two probability measures is one of the important problems
of modern probability theory. These results confirm that for
critical circle homeomorphisms with countable many break
points and with an irrational rotation number, it is proved that
the invariant probability measure is singular with respect to
the Lebesgue measure.
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Abstract– This paper is dedicated to the study of the behaviour of
the second eigenvalues and the corresponding eigenfunctions for the
p(x)-Laplacian subject to the Neumann boundary conditions in an
open, bounded domain Ω ⊂ RN with smooth boundary. As p → ∞

one can obtain uniform bounds for the sequence of second eigen-
values and the positive second eigenfunctions. In the latter case,
the uniform limit is a viscosity solution to a problem involving the
∞-Laplacian subject to appropriate boundary conditions.

Key words– ∞-Laplacian, eigenvalue problems, Luxemburg norm,
p(x)-Laplacian, variable exponent Lebesgue and Sobolev spaces,
viscosity solutions.

I INTRODUCTION

During the last decades, a lot of studies have been dedi-
cated to the understanding the partial differential equations
with non-standard growth conditions in the framework of
variable exponent spaces. Its applications arise in many ar-
eas such as in electrorheological fluids (see (27)), image pro-
cessing (see (6)) and nonlinear elasticity (see (2), (30)). In
particular, a lot of attention has been paid to the study of
eigenvalue problems for the p(x)-Laplace operator

−∆p(x) :=−div
(
|∇u|p(x)−2

∇u
)
= Λp(·)|u|p(x)−2u

in open bounded domains Ω ⊂RN , subject to Dirichlet ((15),
(16)), Neumann ((17)), Robin ((7), (28)) and Steklov ((8))
boundary conditions.

A number of papers have been concentrated on the asymp-
totic analysis of solutions to partial differential equations in-
volving the p(x)-Laplacian as p(x)→ ∞ (see (23), (18), (20),
(21), (22), (25), (26)). For the case of Dirichlet and Robin
boundary conditions, the asymptotic behavior of the first
eigenvalue/eigenfunction pairs associated to −∆p(x) has been
studied in (25) and (1), respectively. In this paper we study
the asymptotic behavior, as p→∞, of the second eigenvalues
and the corresponding eigenfunctions for the p(x)-Laplacian

with Neumann boundary conditions:{
−∆p(x)u = Λ|u|p(x)−2u in Ω

∂u
∂η

= 0 on ∂Ω,

where η = η(x) stands for the outer unit normal to ∂Ω at
x ∈ ∂Ω.

To analyze the limiting behavior of this problem as p → ∞

we replace p = p(x) above by pn = pn(x), where {pn} ⊂
C1(Ω) is a sequence of functions that satisfies the following
conditions:

(i) pn → ∞ uniformly in Ω;
(ii) ▽lnpn → ξ ∈C(Ω̄,RN) uniformly in Ω;
pn → ∞,▽lnpn → ξ ∈ C(Ω̄,RN),and pn

n → q ∈
C(Ω̄,(0,+∞)) uniformly in Ω and aims to analyze what
happens with the solutions of the problem at level n as
n → ∞. These conditions on the sequence pn are typical in
the literature (see, e.g. (22), (25), (26), or (20), (18) for the
particular case pn(·) = np(·) - corresponding to ξ = ∇ ln p
and q = p). We prove that after eventually extracting a
subsequence, the (positive) second eigenfunctions converge
uniformly in Ω ⊂ RN to a viscosity solution of the problem

{
min

{
−∆∞u−|∇u|2 ln |∇u|⟨ξ ,∇u⟩, |∇u|q −Λ∞|u|q

}
= 0 in Ω

∂u
∂η

= 0 on ∂Ω,

where ∆∞ is the ∞-Laplace operator, ∆∞u :=
N
∑

i, j=1
uxiux j uxix j , Λ∞ is the limit of the sequence of (suitably

rescaled) second eigenvalues.
The paper is organized as follows. In Section 2 we give

the definition and some basic properties of variable expo-
nent Lebesgue and Sobolev spaces. Section 3 of the paper
is devoted to the Neumann eigenvalue problem for −∆p(x)
for the case where p = p(x) is fixed. After stating the defini-
tion of a weak solution, we review some details concerning
the Ljusternik-Schnirelman existence theory for this prob-
lem, and we show that continuous weak solutions are also
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solutions in the viscosity sense. Here, we adopt the defini-
tion of viscosity solutions for second-order elliptic equations
with fully nonlinear boundary conditions introduced by Bar-
les in (3). Finally, in Section 4 we state and prove the main
result of the paper, Theorem ??, regarding the convergence of
the second eigenvalues and the corresponding positive eigen-
functions as p(·)→ ∞.

II PRELIMINARIES

In this section, we provide a brief introduction to variable
exponent Lebesque and Sobolev spaces. For more details
we refer to the books by Diening, Harjulehto, Hästö & M.
Ružička (10), Musielak (24), and the papers by Edmunds,
Lang & Nekvinda (11), Edmunds & Rákosník (12; 13), and
Kovacik & Rákosník (19).

Let Ω ⊂ RN be an open set with smooth boundary,
and let |Ω| stand for the N-dimensional Lebesgue measure
of Ω. Given any continuous function p : Ω → (1,∞), let
p− := inf

x∈Ω
p(x) and p+ := sup

x∈Ω

p(x). The variable exponent

Lebesgue space Lp(·)(Ω) is defined by

Lp(·)(Ω)=

u : Ω → R measurable :
∫
Ω

|u(x)|p(x) dx < ∞

 .

It is a Banach space when endowed with the so-called Lux-
emburg norm

|u|p(·) := inf

µ > 0 :
∫
Ω

∣∣∣∣u(x)µ

∣∣∣∣p(x) dx ≤ 1

 .

For constant functions p the space Lp(·)(Ω) reduces to the
classical Lebesgue space Lp(Ω), endowed with the standard
norm

∥u∥Lp(Ω) :=

∫
Ω

|u(x)|pdx

1/p

.

Lp(·)(Ω) is separable and reflexive if 1 < p− ≤ p+ <+∞. If
0 < |Ω| < ∞ and if p1, p2 are variable exponents such that
p1 ≤ p2 in Ω then the embedding Lp2(·)(Ω) ↪→ Lp1(·)(Ω) is
continuous, and its norm does not exceed |Ω|+1.

We denote by Lp′(·)(Ω) the conjugate space of Lp(·)(Ω),
where 1/p(x) + 1/p′(x) = 1. The following version of
Hölder’s inequality∣∣∣∣∣∣

∫
Ω

uv dx

∣∣∣∣∣∣≤
(

1
p−

+
1

p′−

)
|u|p(·)|v|p′(·), (II.1)

for any u ∈ Lp(·)(Ω) and v ∈ Lp′(·)(Ω) holds. The modular
of the space Lp(·)(Ω) is the mapping ρp(·) : Lp(·)(Ω) → R,

defined by

ρp(·)(u) :=
∫
Ω

|u(x)|p(x)dx.

The variable exponent Sobolev space W 1,p(·)(Ω) is defined
by

W 1,p(·)(Ω) := {u ∈ Lp(·)(Ω) : |∇u| ∈ Lp(·)(Ω)},

and it becomes a Banach space when endowed with one of
the equivalent norms

∥u∥p(·) := |u|p(·)+ |∇u|p(·),

or

∥u∥ := inf

µ > 0;
∫
Ω

(∣∣∣∣∇u(x)
µ

∣∣∣∣p(x)+ ∣∣∣∣u(x)µ

∣∣∣∣p(x)
)

dx ≤ 1

 ,

where in the definition of ∥u∥p(·), |∇u|p(·) stands for the Lux-
emburg norm of |∇u|. Under very mild assumptions on the
function p, the space W 1,p(·)(Ω) is also separable and reflex-
ive. Another important fact that we will use in the sequel is
that the embedding W 1,p(·)(Ω) ↪→C(Ω) is compact and con-
tinuous if p(x)≥ α > N, ∀ x ∈ Ω. The following extensions
of the classical results for Lebesgue spaces are well-known
(see, e.g., (10)).

Lemma 1 Let { fn} be a sequence of measurable functions.
If fn → f and | fn(x)| ≤ g(x) a.e. x ∈ Ω for some f : Ω → R
measurable and g ∈ Lp(·)(Ω), then fn → f in Lp(·)(Ω).

Lemma 2 Let {un} ⊂ Lp(·)(Ω) and u ∈ Lp(·)(Ω). The fol-
lowing statements are equivalent:

• (i) limn→∞ |un −u|p(·) = 0;

• (ii) limn→∞ ρp(·)(un −u) = 0;

• (iii) un → u in measure in Ω and limn→∞ ρp(·)(un) =
ρp(·)(u).

III THE NEUMANN EIGENVALUE PROBLEM FOR THE
p(x)-LAPLACIAN

Let Ω be an open bounded domain with smooth boundary,
and consider the Neumann eigenvalue problem for the p(x)-
Laplacian{

−∆p(x)u = Λ|u|p(x)−2u in Ω

∂u
∂η

= 0 on ∂Ω,
(III.1)

where η = η(x) stands for the outer unit normal to ∂Ω at
x ∈ ∂Ω.
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Definition 1. We say that u∈W 1,p(·)(Ω) is a weak solution
for the Neumann eigenvalue problem (III.1) if there exists
Λp(·) ∈ R such that

∫
Ω

|▽u|p(x)−2▽u ·▽vdx = Λp(·)

∫
Ω

|u|p(x)−2 uv dx, (III.2)

∀ v ∈W 1,p(·)(Ω)

If u ̸= 0 we say that Λp(·) is an eigenvalue of (III.1), and
that u is an eigenfunction corresponding to Λp(·).

Let X := W 1,p(·)(Ω), and define the functionals F ,G :
X → R by

F (u) =
∫

Ω

1
p(x)

(|▽u|p(x)+ |u|p(x))dx (III.3)

and G (u) =
∫

Ω

1
p(x)

|u|p(x) dx.

It is easy to see that F ,G ∈C1(X ;R), and that for all v∈X
we have ⟨G ′(u),v⟩X ′,X =

∫
Ω
|u|p(x)−2uv dx and

〈
F ′(u),v

〉
X ′,X =

∫
Ω

(|∇u|p(x)−2
∇u ·∇v+ |u|p(x)−2uv) dx,

where ⟨·, ·⟩X ′,X stands for the usual duality pairing of X
and X ′ (the topological dual of X). Consider the level set
SG := {u ∈ X : G (u) = 1}, and the eigenvalue problem

F ′(u) = µG ′(u), u ∈ SG , µ ∈ R. (III.4)

The existence of a sequence of nonnegative eigenvalues
µn → 0+ as n → ∞ for the problem (III.4) was established in
(17). It follows from the Ljusternik-Schnirelman theory (see,
e.g., (4), (29)). We have µn = supA∈An infu∈A F (u), with

An := {A ⊂ SG : F (u)> 0 on A,

A compact, A =−A, γ(A)≥ n},

where

γ(A) := in f{k ∈ N | ∃ h : A → Rk\{0},

h odd and continuous}

is the genus of A. The eigenfunctions u ∈ SG sat-
isfy F ′(u) = µG ′(u) or, equivalently, ⟨F ′(u),v⟩X ′,X =
µ⟨G ′(u),v⟩X ′,X for all v ∈ X . Hence,∫

Ω

|∇u|p(x)−2
∇u ·∇v dx = (µ −1)

∫
Ω

|u|p(x)−2uv dx

for all v ∈W 1,p(·)(Ω), which means that u is a weak solution
of problem (III.1) with Λ = µ −1.

The following definition of viscosity solutions for second-
order elliptic equations with fully nonlinear boundary condi-
tions can be found in (3) (see also (5)).

Definition 2. Consider the boundary value problem{
F(x,u,Du,D2u) = 0 in Ω

H(x,u,Du) = 0 on ∂Ω.
(III.5)

(1) An upper semi-continuous function u is a viscosity sub-
solution of (III.5) if for every ψ ∈C2(Ω) such that u−ψ

has a maximum at the point x0 ∈ Ω with u(x0) = ψ(x0)
we have:

F(x0,ψ(x0),Dψ(x0),D2
ψ(x0))≤ 0 if x0 ∈ Ω,

and

min{H(x0,ψ(x0),Dψ(x0)),F(x0,ψ(x0),Dψ(x0),

D2
ψ(x0))} ≤ 0 if x0 ∈ ∂Ω.

(2) A lower semi-continuous function u is a viscosity super-
solution of (III.5) if for every φ ∈C2(Ω) such that u−φ

has a minimum at the point x0 ∈ Ω with u(x0) = φ(x0)
we have:

F(x0,φ(x0),Dφ(x0),D2
φ(x0))≥ 0 if x0 ∈ Ω,

and

max{H(x0,φ(x0),Dφ(x0)),F(x0,φ(x0),Dφ(x0),

D2
φ(x0))} ≥ 0 if x0 ∈ ∂Ω.

(3) We say that a continuous function u is a viscosity solu-
tion of (III.5) if it is both a subsolution and a supersolu-
tion.

Remark 1. As remarked in (3), if H(x,r, ·) is strictly in-
creasing in the normal direction to ∂Ω at x, that is, for all
R > 0 there exists νR > 0 such that

H(x,r,θ +λη(x))−H(x,r,θ)≥ νRλ ∀ (x,r,θ) ∈ (III.6)

∈ ∂Ω× [−R,R]×RN and λ > 0,

the definitions of viscosity sub and supersolutions for
problem (III.5) in Definition ?? take a simpler form. Pre-
cisely,

(1) If u is a viscosity subsolution and ψ ∈C2(Ω) is such that
u−ψ has a maximum at the point x0 ∈ Ω with u(x0) =
ψ(x0) we have:

F(x0,ψ(x0),Dψ(x0),D2
ψ(x0))≤ 0 if x0 ∈ Ω,

and

H(x0,ψ(x0),Dψ(x0))≤ 0 if x0 ∈ ∂Ω.
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(2) If u is a viscosity supersolution and φ ∈ C2(Ω) is such
that u−φ has a minimum at the point x0 with u(x0) =
φ(x0), then

F(x0,φ(x0),Dφ(x0),D2
φ(x0))≥ 0 if x0 ∈ Ω,

and

H(x0,φ(x0),Dφ(x0))≥ 0 if x0 ∈ ∂Ω.

Our next goal in this section is to prove that continuous
weak solutions of (III.1) are, in fact, viscosity solutions (see
Proposition 1. below). Before we proceed, we note that the
Neumann eigenvalue problem (III.1) takes the form (III.5),
with F : Ω×R×RN ×MN×N

sym →R and H : ∂Ω×R×RN →
R defined by

F(x,r,θ ,S) =−|θ |p(x)−2(Tr(S)+ ln |θ | ⟨θ ,∇p(x)⟩)−

−(p(x)−2)|θ |p(x)−4 ⟨Sθ ,θ⟩−Λ |r|p(x)−2 r

and
H(x,r,θ) = ⟨θ ,η⟩ ,

where MN×N
sym is the space of N × N symmetric matrices,

Tr(S) stands for the trace of the matrix S ∈ MN×N
sym , where

⟨·, ·⟩ denotes the inner product in RN . Note that the function
H defined above satisfies the strict monotonicity condition in
Remark 1 with νR = 1, since in this case we have

H(x,r,θ +λη(x))−H(x,r,θ) = ⟨θ +λη(x),η(x)⟩−

−⟨θ ,η(x)⟩= λ |η(x)|2 ≥ λ

for all (x,r,θ) ∈ ∂Ω× [−R,R]×RN and λ > 0.
Proposition 1. Any continuous weak solution of (III.1) is

also a viscosity solution of (III.1).
Let u ∈C(Ω) be a weak solution of (III.1). To show that u

is a viscosity supersolution of (III.1), let x0 ∈Ω, and consider
a test function ϕ ∈C2(Ω) such that u(x0) = ϕ(x0) and u−ϕ

has a minimum at x0. If x0 ∈ Ω, we claim that we have

−∆p(x0)φ(x0)−Λ|φ(x0)|p(x0)−2
φ(x0)≥ 0.

Indeed, if we assume that this inequality does not hold,
then there exists r > 0 such that B(x0,r)⊂ Ω and

−∆p(x)φ(x)−Λ|φ(x)|p(x)−2
φ(x)< 0 for all x ∈ B(x0,r).

Taking r smaller, if necessary, we may assume that u > φ in
B(x0,r)\{x0}. Let

m = inf
x∈∂B(x0,r)

(u−φ)(x)> 0,

and Φ(x) := φ(x)+ m
2 . Note that Φ(x0)> u(x0), Φ(x)< u(x)

for all x ∈ ∂B(x0,r), and

−∆p(x)Φ(x)−Λ|φ(x)|p(x)−2
φ(x)< 0 (III.7)

for all x ∈ B(x0,r).

Multiply (III.7) by (Φ−u)+ and integrate over B(x0,r) to
get

∫
{x∈B(x0,r):Φ(x)>u(x)}

|∇Φ|p(x)−2
∇Φ ·∇(Φ−u)dx <

∫
{x∈B(x0,r):Φ(x)>u(x)}

Λ|φ |p(x)−2
φ(Φ−u)dx, (III.8)

where we have used the fact that (Φ − u)+ = 0 on
∂B(x0,r). Extending (Φ− u)+ by zero outside B(x0,r), and
using this extension as a test function in the weak formula-
tion (III.2) gives

∫
{x∈B(x0,r):Φ(x)>u(x)}

|∇u|p(x)−2
∇u ·∇(Φ−u)dx =

∫
{x∈B(x0,r):Φ(x)>u(x)}

Λ|u|p(x)−2u(Φ−u)dx. (III.9)

After subtracting (III.9) from (III.8), using the fact that
u > φ on B(x0,r)\{x0}, and using the elementary inequality
(see, e.g., Chapter I in (9))

|a−b|p ≤ 2p−1 (|a|p−2a−|b|p−2b
)
· (a−b)

for all a,b ∈ RN and p ≥ 2, (III.10)

we obtain

0>
∫

{x∈B(x0,r):Φ(x)>u(x)}

(
|∇Φ|p(x)−2

∇Φ−|∇u|p(x)−2
∇u
)
·∇(Φ−u) dx

+
∫

{x∈B(x0,r):Φ(x)>u(x)}

Λ

(
|u|p(x)−2u−|φ |p(x)−2

φ

)
· (Φ−u) dx

≥
∫

{x∈B(x0,r):Φ(x)>u(x)}

(
|∇Φ|p(x)−2

∇Φ−|∇u|p(x)−2
∇u
)
·∇(Φ−u) dx

≥ 1
2p+−1

∫
{x∈B(x0,r):Φ(x)>u(x)}

|∇Φ−∇u|p(x) dx ≥ 0,
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which is clearly a contradiction. On the other hand, if x0 ∈
∂Ω we need to prove that

max
{

∂φ

∂η
(x0),−∆p(x0)φ(x0)−Λ|φ(x0)|p(x0)−2

φ(x0)

}
≥ 0.(III.11)

We proceed by contradiction. Assume that (III.11) does not
hold. Then there exists r > 0 sufficiently small such that

∂φ

∂η
(x)< 0 (III.12)

and

−∆p(x)φ(x)−Λ|φ(x)|p(x)−2
φ(x)< 0, (III.13)

for all x∈B(x0,r). For r > 0 sufficiently small we have u> φ

in
(

B(x0,r)\{x0}
)
∩Ω and thus

m := inf
∂B(x0,r)∩Ω

(u−φ)(x)> 0.

With Φ(x) := φ(x) + m
2 , note that Φ(x0) > u(x0), and that

Φ(x)< u(x) for all x ∈ ∂B(x0,r)∩Ω. Multiplying (III.13) by
(Φ−u)+ and integrating over B(x0,r)∩Ω gives

∫
B(x0,r)∩Ω

|∇φ |p(x)−2
∇φ ·∇(Φ−u)+ dx−

−
∫

∂ (B(x0,r)∩Ω)

|∇φ |p(x)−2 ∂φ

∂η
(Φ−u)+ dx <

<
∫

B(x0,r)∩Ω

Λ|φ |p(x)−2
φ · (Φ−u)+ dx. (III.14)

Since (Φ−u)+ = 0 on ∂B(x0,r)∩Ω, we have∫
∂ (B(x0,r)∩Ω)

|∇φ |p(x)−2 ∂φ

∂η
· (Φ−u)+ dx =

∫
B(x0,r)∩∂Ω

|∇φ |p(x)−2 ∂φ

∂η
(Φ−u)+ dx.

Thus, ∫
{x∈B(x0,r):Φ(x)>u(x)}∩Ω

|∇Φ|p(x)−2
∇Φ ·∇(Φ−u) dx <

<
∫

{x∈B(x0,r):Φ(x)>u(x)}∩∂Ω

|∇φ |p(x)−2 ∂φ

∂η
(Φ−u) dx+

+
∫

{x∈B(x0,r):Φ(x)>u(x)}∩Ω

Λp(·)|φ |p(x)−2
φ(Φ−u) dx. (III.15)

Using the extension of (Φ−u)+ by zero outside B(x0,r)∩Ω

as a test function in (III,2), we obtain∫
{x∈B(x0,r):Φ(x)>u(x)}∩Ω

|∇u|p(x)−2
∇u ·∇(Φ−u) dx =

=
∫

{x∈B(x0,r):Φ(x)>u(x)}∩Ω

Λp(·)|u|p(x)−2u(Φ−u) dx. (III.16)

Thus, subtracting (III.16) from (III.15) leads to∫
{x∈B(x0,r):Φ(x)>u(x)}∩Ω

(
|∇Φ|p(x)−2

∇Φ−|∇u|p(x)−2
∇u
)
·∇(Φ−u) dx

<
∫

{x∈B(x0,r):Φ(x)>u(x)}∩Ω

Λp(·)

(
|φ |p(x)−2

φ −|u|p(x)−2u
)
· (Φ−u) dx

+
∫

{x∈B(x0,r):Φ(x)>u(x)}∩∂Ω

|∇φ |p(x)−2 ∂φ

∂η
(Φ−u) dx.

Since 0 < r << 1 was chosen such that (III.12) holds, we
obtain that ∫

{x∈B(x0,r):Φ(x)>u(x)}∩∂Ω

|∇φ |p(x)−2 ∂φ

∂η
(Φ−u) dx ≤ 0.

Thus, ∫
{x∈B(x0,r):Φ(x)>u(x)}∩Ω

(
|∇Φ|p(x)−2

∇Φ−|∇u|p(x)−2
∇u
)
·∇(Φ−u) dx

<
∫

{x∈B(x0,r):Φ(x)>u(x)}∩Ω

Λp(·)

(
|φ |p(x)−2

φ −|u|p(x)−2u
)
· (Φ−u) dx ≤ 0,

(III.17)

where the last inequality follows from the fact that u ≥ φ

on B(x0,r)∩Ω. Applying (III.10) again, we deduce that

1
2p+−1

∫
{x∈B(x0,r):Φ(x)>u(x)}∩Ω

|∇Φ−∇u|p(x) dx ≤

∫
{x∈B(x0,r):Φ(x)>u(x)}∩Ω

(
|∇Φ|p(x)−2

∇Φ−|∇u|p(x)−2
∇u
)
·∇(Φ−u) dx.

(III.18)

Combining (III.17) and (III.18) gives∫
{x∈B(x0,r):Φ(x)>u(x)}∩Ω

|∇Φ−∇u|p(x) dx < 0,

which is a contradiction. We conclude that u is a viscosity
supersolution of (III.1). The proof of the fact that u is also a
viscosity subsolution follows similarly.
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IV THE ASYMPTOTIC BEHAVIOR OF THE SECOND
EIGENVALUE/EIGENFUNCTION PAIRS

Consider a sequence of functions {pn} ⊂C1(Ω) with

1 < p−n := minx∈Ω̄
pn(x)≤ p+n :=

:= maxx∈Ω̄
pn(x)< ∞,∀ n ∈ N, (IV.1)

and satisfying the following assumptions

pn → ∞ uniformly in Ω, (IV.2)

∇ ln pn → ξ uniformly in Ω, (IV.3)

and
pn

n
→ q uniformly in Ω, (IV.4)

where ξ ∈ C(Ω̄,, and RN)q ∈ C(Ω̄,(0,+∞)) is such that
q− := minx∈Ω̄

q(x)> 0. Note that by (IV.4) we have

limn→∞

p−n
n

= q−, limn→∞

p+n
n

= q+ := maxx∈Ω
q(x). (IV.5)

It was shown in (17, Theorem 3.2) that the first eigenvalue
of the p(x)-Laplacian with Neumann boundary condition is
zero, and that the second eigenvalue is strictly greater than
the first eigenvalue. It is also known that the eigenfunctions
do not change sign in Ω. In this section we analyze the
asymptotic behavior of the positive second eigenfunctions of
the pn(x)-Laplacian with Neumann boundary conditions:{

−∆pn(x)u = Λpn(·)|u|
pn(x)−2u in Ω

∂u
∂η

= 0 on ∂Ω.
(IV.6)

as n→∞. In what follows, we will denote the positive second
eigenvalues by Λ2

n, and they are given by

Λ
2
n =

∫
Ω
|∇un|pn(x)dx∫

Ω
|un|pn(x)dx

, n ∈ N, (IV.7)

where un ∈ W 1,pn(·)(Ω) is the eigenfunction associated to
Λ2

n, a minimizer of the functional

W 1,pn(·)(Ω) ∋ u 7→
∫

Ω

1
pn(x)

|∇u|pn(x)dx

among all u ∈ W 1,pn(·)(Ω) satisfying the constraint∫
Ω

1
pn(x)

|u|pn(x)dx = 1. For each n ∈ N, we define

c2
n := inf{

∫
Ω

1
pn(x)

|∇u|pn(x) : u ∈W 1,pn(x),∫
Ω

1
pn(x)

|u|pn(x)dx = 1}. (IV.8)

Proposition 2. The sequence
{(

Λ2
n
) 1

n

}
is bounded.

Proof. Since

c2
n ≤ inf

{∫
Ω

1
pn(x)

|∇u|pn(x) : u ∈W 1,pn(x)
0 ,

∫
Ω

1
pn(x)

|u|pn(x)dx = 1
}
,

it follows from (25) that
{(

c2
n
) 1

n

}
is bounded.

Next, note that we have∫
Ω

|un|pn(x)dx ≥
∫

Ω

p−n
pn(x)

|un|pn(x)dx = p−n

∫
Ω

|un|pn(x)

pn(x)
dx = p−n ,

and thus, taking (IV.7) into account, we obtain

0 ≤ (Λ2
n)

1
n ≤

(
1

p−n

) 1
n
(∫

Ω

|∇un|pn(x)dx
) 1

n

≤

≤
(

1
p−n

) 1
n
(∫

Ω

p+n
pn(x)

|∇un|pn(x)dx
) 1

n

=

=

(
p+n
p−n

) 1
n
(∫

Ω

|∇un|pn(x)

pn(x)
dx

) 1
n

=

(
p+n
p−n

) 1
n (

c2
n
) 1

n

for all n ∈ N. Since (IV.3) implies the existence of a pos-
itive constant C > 0 such that the Harnack type inequality
p+n ≤Cp−n , ∀ n ∈ N holds (see (22) for details), we have

limn→∞

(
p+n
p−n

) 1
n

= 1.

From the fact that the sequence
{(

c2
n
) 1

n

}
is bounded it now

follows that
{(

Λ2
n
) 1

n

}
is also bounded, which concludes our

proof.

Theorem 1.
Let {pn} be a sequence of variable exponents satisfying

(IV.2)-(IV.4) and, for n ∈ N, let Λ2
n and un ∈ W 1,pn(·)(Ω)

be the be the second eigenvalue and the positive second
eigenfunction corresponding to the Neumann problem (IV.6).
Then there exists Λ∞ ∈R and u∞ ∈C(Ω̄)\{0} such that, after
eventually extracting a subsequence, we have

(
Λ

2
n
) 1

n → Λ∞ (IV.9)

and

un → u∞ uniformly in Ω, (IV.10)

as n → ∞, where u∞ is a nontrivial viscosity solution of the
problem
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
min{−∆∞u∞ −|∇u∞|2ln|∇u∞| ⟨ξ ,∇u∞⟩ ,
|∇u∞|q −Λ∞|u∞|q}= 0 in Ω
∂u∞

∂η
= 0 on ∂Ω.

(IV.11)

Remark 2. At points where the gradient is vanishing, the
PDE in (IV.11) is interpreted by assuming that the value of
v 7→ |v|2 ln |v| at v = 0 is zero.

Proof. Fix m ∈ N and choose ε > 0 such that ε < q−. We
have p−n

n > q−− ε > 0 and n > m for all n ∈ N sufficiently
large. In view of Hölder’s inequality,

∫
Ω

|un|
mpn(x)

n dx ≤
(∫

Ω

|un|pn(x)dx
)m

n

(|Ω|)
n−m

n

≤
(∫

Ω

|un|pn(x)dx
)m

n

(|Ω+1|)

≤

(
p+n

∫
Ω

|un|pn(x)

pn(x)
dx

)m
n

(|Ω|+1)

= (p+n )
m
n (|Ω|+1).

Since limn→∞(p+n )
m
n = 1, we obtain that∫

Ω

|un|
mpn(x)

n dx ≤ 2(|Ω|+1)

for n ∈ N sufficiently large. Using similar arguments we
obtain, by Proposition 2, that there exists a constant C =
C(m)> 0 such that∫

Ω

|∇un|
mpn(x)

n dx ≤
(∫

Ω

|∇un|pn(x)dx
)m

n
(|Ω|)

n−m
n

≤
(
Λ

2
n
)m

n (p+n )
m
n (|Ω|+1)≤C(m)

for all n ∈ N sufficiently large. Combining these inequal-
ities, and taking into account the fact that n ∈ N was chosen
sufficiently large so that mpn(x)

n ≥ p−n
n > q−− ε in Ω, we de-

duce that the embedding W 1,mpn(·)
n (Ω)⊂W 1,m(q−−ε)(Ω), and

so the sequence {un} is bounded in W 1,m(q−−ε)(Ω). If we
now choose m ∈ N sufficiently large such that m(q−− ε) >

N, it follows that the embedding of W 1,m(q−−ε)(Ω) into C(Ω̄)
is compact. Taking into account the reflexivity of the space
W 1,m(q−−ε)(Ω), it follows that there exists a subsequence
(not relabelled) of {un} and a function u∞ ∈ C(Ω̄) such that
un ⇀ u∞ weakly in W 1,m(q−−ε)(Ω) and un ⇀ u∞ uniformly
in Ω.

Next, we prove that u∞ is non-trivial. To this aim, re-
call that the second eigenfunctions satisfy the constraint∫

Ω

|un|pn(x)

pn(x)
dx = 1, which gives

(∫
Ω

|un|pn(x)dx
) 1

n

≥ (p−n )
1
n . (IV.12)

If n ∈ N is such that ∥un∥∞ ≤ 1, then ∥un∥pn(·)
∞ ≤ ∥un∥

p−n
∞ in

Ω, and note that if ∥un∥∞ > 1 we have ∥un∥pn(·)
∞ ≤ ∥un∥

p+n
∞ in

Ω. Thus,∫
Ω

|un|pn(x)dx ≤
∫

Ω

∥un∥pn(x)
∞ dx ≤ |Ω|max

{
∥un∥p−n

∞ ,∥un∥p+n
∞

}
.

Using (IV.12), we obtain

max
{
∥un∥p−n

∞ ,∥un∥p+n
∞

} 1
n ≥

(
p−n
|Ω|

) 1
n

.

Letting n → ∞ in the last inequality implies that
max

{
∥u∞∥q−

∞ ,∥u∞∥q+
∞

}
≥ 1, which shows that u∞ ̸= 0 in Ω.

In view of what we just shown, and taking again into ac-
count Proposition IV, we may extract a subsequence (not re-
labelled) such that (IV.9) and (IV.10) hold. The rest of the
proof is devoted to showing that u∞ is a viscosity solution of
(IV.11).

Let x0 ∈ Ω, and φ ∈ C2(Ω) be such that u∞(x0) = φ(x0)
and u∞ −φ has a minimum at x0. The uniform convergence
of un to u∞ implies that there exists a sequence {xn} ⊂ Ω

such that xn → x0, un(xn) = φ(xn), and un − φ has a mini-
mum at xn. Since for n ∈ N sufficiently large Proposition 1
implies that un is a continuous viscosity solution of (IV.6)
with Λpn(·) = Λ2

n, we have

|∇φ(xn)|pn(xn)−2 (∆φ(xn)+ ln |∇φ(xn)|⟨∇pn(xn),∇φ(xn)⟩)

−(pn(xn)−2) |∇φ(xn)|pn(xn)−4
∆∞φ(xn)

≥ Λ
2
n|φ(xn)|pn(xn)−2

φ(xn).
(IV.13)

We will need to study two cases. First, if u∞(x0) > 0, we
have

Λ
2
n|φ(xn)|pn(xn)−2

φ(xn) = Λ
2
n|un(xn)|pn(xn)−2un(xn)> 0,

and thus, by (IV.13), we deduce that |∇φ(xn)| > 0 for
n ∈ N sufficiently large. Dividing both sides of (IV.13) by
(pn(xn)−2)|∇φ(xn)|pn(xn)−4, we find
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−|∇φ(xn)|2 (∆φ(xn)+ ln |∇φ(xn)|⟨∇pn(xn),∇φ(xn)⟩)
pn(xn)−2

−∆∞φ(xn)≥

((
Λ2

n
)1/n |φ(xn)|

pn
n (xn)− 2

n

|∇φ(xn)|
pn
n (xn)− 4

n

)n
φ(xn)

pn(xn)−2
.

Passing to the limit (supremum) as n → ∞ and taking into
account (IV.3) leads to

−∆∞φ(x0)−|∇φ(x0)|2 ln |∇φ(x0)| ⟨ξ (x0),∇φ(x0)⟩

≥ limsupn→∞

[(
(Λ1

n)
1/n|φ(xn)|

pn
n (xn)− 2

n

|∇φ(xn)|
pn
n (xn)− 4

n

)n
φ(xn)

pn(xn)−2

]
.

(IV.14)

In particular, we have

−∆∞φ(x0)−|∇φ(x0)|2 ln |∇φ(x0)|
⟨ξ (x0),∇φ(x0)⟩ ≥ 0. (IV.15)

We claim that the following inequality holds.

|∇φ(x0)|q(x0)−Λ∞|φ(x0)|q(x0) ≥ 0. (IV.16)

Indeed, otherwise |∇φ(x0)|q(x0) < Λ∞|φ(x0)|q(x0), and taking
into account that

(IV.4) and (IV.9) imply

lim
n→∞

(
(Λ2

n)
1/n|φ(xn)|

pn
n (xn)− 2

n

|∇φ(xn)|
pn
n (xn)− 4

n

)

=
Λ∞|φ(x0)|q(x0)

|∇φ(x0)|q(x0)
> 1, (IV.17)

we deduce that there exists ε > 0 such that

(Λ1
n)

1/n|φ(xn)|
pn
n (xn)− 2

n

|∇φ(xn)|
pn
n (xn)− 4

n
≥ 1+ ε

for all n ∈ N sufficiently large. Hence,

limsup
n→∞

((
(Λ2

n)
1/n|φ(xn)|

pn
n (xn)− 2

n

|∇φ(xn)|
pn
n (xn)− 4

n

)n
φ(xn)

pn(xn)−2

)
≥

lim
n→∞

(1+ ε)n

n

(
φ(xn)

pn(xn)−2
n

)
= ∞,

which is a contradiction with (IV,14). Thus, (IV.16) holds,
as claimed. Using (IV.15) and (IV.16) we deduce that in the
case where u∞(x0)> 0, we have

min{−∆∞φ(x0)−|∇φ(x0)|2 ln |∇φ(x0)|
⟨ξ (x0),∇φ(x0)⟩, |∇φ(x0)|q(x0)−

−Λ∞|φ(x0)|q(x0)} ≥ 0.(418) (IV.18)

If u∞(x0) = φ(x0) = 0, we either have ∇φ(x0) ̸= 0 (in
which case we can use very similar arguments to conclude
that (IV.15) and (IV.16) hold), or else ∇φ(x0)= 0. For the lat-
ter, taking into account that ∆∞φ(x0) = 0 and Remark 2, we
arrive at (IV.15) again. On the other hand, (IV.16) is clearly
also true. We conclude that (IV.18) holds.

Finally, let x0 ∈ ∂Ω, and assume that u∞ − φ has a mini-
mum at a point x0 ∈ ∂Ω and u∞(x0) = φ(x0). Since un con-
verges to u∞ uniformly, we deduce that there exists xn ∈ Ω

such that xn → x0 and un − φ has a minimum point at xn.
Since un is viscosity supersolution of (III.1) we obtain, in
view of Remark 1 that ∂φ

∂η
(xn)≥ 0, and hence

∂φ

∂η
(x0) = lim

n→∞

∂φ

∂η
(xn)≥ 0.

Hence, if x0 ∈ ∂Ω, we have

max{min{−∆∞φ(x0)−|∇φ(x0)|2ln|∇φ(x0)|⟨ξ (x0),∇φ(x0)⟩,

|∇φ(x0)|q(x0)−Λ∞|φ(x0)|q(x0)}, ∂φ

∂η
(x0)} ≥ 0.

Overall, we have shown that u∞ is a viscosity supersolution
of (IV.11). The proof of the fact that u∞ is also a viscosity
subsolution follows analogously. Therefore, u∞ is a viscosity
solution of (IV.11), which concludes the proof.

REFERENCES

[1] F. Abdullayev, M. Bocea, The Robin eigenvalue problem for the p(x)-
Laplacian as p → ∞. Nonlinear Anal. 91 (2013), 32-45

[2] E. Acerbi, G. Mingione, Regularity results for a class of function-
als with non-standard growth, Arch. Ration. Mech. Anal. 156 (2001),
121-140.

[3] G. Barles, Fully non-linear Neumann type boundary conditions for
second-order elliptic and parabolic equations. J. Differential Equa-
tions 106, (1993), 90-106.

[4] F. Browder, Existence theorems for nonlinear partial differential
equations. In: Global Analysis, 1-60 (Proceedings of the Symposium
Pure Mathematics, Vol. 16, Berkeley, California, 1968), Amer. Math.
Soc., Providence, RI, 1970.

[5] M. G. Crandall, H. Ishii, and P.L. Lions, User’s guide to viscosity so-
lutions of second-order partial differential equations. Bull. Am. Math.
Soc. 27, (1992), 1-67.

[6] Y. Chen, S. Levine, M. Rao, Variable exponent, linear growth func-
tionals in image restoration. SIAM J. Appl. Math 66, (2006), 1383-
1406.

Acta of Turin Polytechnic University in Tashkent, 2024, 30, 18-26



THE NEUMANN EIGENVALUE PROBLEM FOR THE p(x) - LAPLACIAN AS p → ∞ 9

[7] S.-G. Deng, Q. Wang, S. Cheng, On the p(x)-Laplacian Robin eigen-
value problem. Appl. Math. Comput. 217, No. 12 (2011), 5643-5649.

[8] S.-G. Deng, Eigenvalues of the p(x)-Laplacian Steklov problem, J.
Math. Anal. Appl. 339, (2008), 925-937.

[9] E. DiBenedetto, Degenerate Parabolic Equations. Springer-Verlag,
New York, 1993.

[10] L. Diening, P. Harjulehto, P. Hästö, and M. Ružička, Lebesgue and
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Abstract– The number of electric vehicles in the cities of Uzbek-
istan increases every year. Uzbekistan is one of the promising des-
tinations in the field of transport, with a developing infrastructure
necessary for the comfortable use of vehicles of this type. The de-
velopment of this industry requires solving a number of problems,
including the development of regulatory documents, the formation
of solution methods and the development of infrastructure. This
article is aimed at analyzing and justifying the operation of regen-
erative and braking systems of electric vehicles.

Key words– Electric car, development prospects, regenerative sys-
tem, braking system, ecology, transport.

I INTRODUCTION

The hydraulic drive of the brake system of electric vehicles
uses brake fluid as a working fluid, which, under pressure,
enters the brake cylinders, activating the brake mechanisms.
In addition, a regenerative braking system is used to recover
some of the energy for reuse in the same process. Braking
energy recovery, also known as energy regeneration, signifi-
cantly improves the driving range of any electric vehicle. In
modern electric vehicles this is aimed at ensuring maximum
energy efficiency [1;2].

II THE MAIN PART

When you press the brake pedal, the regenerative system is
first activated, where instead of using a friction brake mech-
anism that creates artificial resistance to wheel rotation, an
electric generator comes into action. The effective maxi-
mum braking torque of a traction motor operating in gen-
erator mode depends not only on the strength of the excita-
tion current, but also on the armature speed, which, in turn,
depends on the speed of the vehicle. Therefore, braking ef-
ficiency varies depending on the driving speed. In case of
insufficient braking efficiency by the traction electric motor,
the difference between the level of efficiency set by the driver

and that created by the electric motor is compensated by the
friction braking mechanism. The higher the charging current
of the high-voltage battery produced by the electric motor
in generator mode, the greater the braking force. Regen-
erative braking control is achieved through the joint use of
the braking system and transmission. With this control, the
regenerative braking system and the hydraulic braking sys-
tem collectively provide the required braking force, taking
into account fluctuations in the parameters of the regenera-
tive system caused by the state of charge of the battery or the
speed of the vehicle. As a result, the loss of kinetic energy is
minimized (Fig. 1) [3].

Fig. 1: Electric Brake Control [3]

It can often be difficult to understand what happens when
the driver of an electric vehicle releases the accelerator pedal.
In this case, the traction motor must switch to generator
mode to convert kinetic energy into electrical energy. En-
ergy recovery during braking of electric vehicles is an ef-
fective method for reducing the energy consumption of an
electric traction system. Modern technological capabilities
also provide smooth control of braking force until the vehicle
comes to a complete stop. The implementation of this con-
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Fig. 2: Model of a brake system with wheels for a modern electric vehicle

cept helps to reduce environmental emissions associated with
wear of mechanical brake elements, as well as increase driv-
ing comfort and safety. Vehicles using electric braking with
energy recovery require virtually no additional braking sys-
tem. However, modern electric vehicles are equipped with
a hydraulic braking system, including friction brake mecha-
nisms [4]. Figure 2 shows a model of a brake system with
wheels for a modern electric vehicle.

The operation of regenerative systems varies depending on
the manufacturer and model of electric vehicle. In some sit-
uations, electric vehicles constantly recuperate energy, while
in other electric vehicles, coasting is given priority because
any energy conversion inevitably involves losses. This espe-
cially applies to mode D - transmission movement, which is
the main one and is automatically activated every time the
electric vehicle is turned on. [4;5].

Coasting is activated when the driver releases the accel-
erator pedal, providing comfortable driving and predictable
driving. If increased deceleration is necessary, the driver uses
the brake pedal, activating braking energy regeneration [6].
The electric motor decelerates with force, which is sufficient
for most everyday situations. The wheel brakes are only ap-
plied when more intensive braking is required, and this hap-
pens almost unnoticed by the driver. This is achieved through
precise and high-speed braking and drive control systems. In
addition, these systems maintain optimal traction of the rear
wheels, where braking energy is recuperated, with the road
surface. Efficiency is ensured by the presence of predictive
systems in many modern electric vehicles. This system ana-

lyzes data from the vehicle’s navigation system and sensors,
providing the driver with the tools to operate the electric ve-
hicle efficiently and easily. When the electric vehicle ap-
proaches areas that require low speed driving (such as res-
idential areas, intersections or curves), Eco Assistance in-
forms the driver to release the accelerator pedal. From this
point on, the system automatically optimizes coasting and
energy recovery without requiring driver intervention. For
example, the car reacts effectively when approaching another
vehicle ahead at low speed [6].

The choice between coasting and recuperation driving
modes is given to the driver at any time using the driving
mode switch. In regenerative driving mode, the drive system
of electric vehicles almost always recuperates energy, but not
until the electric vehicle comes to a complete stop [7]. The
braking force limit for many electric vehicles for energy re-
covery is set at 0.13 g. In this case, the deceleration is no-
ticeable, but without a pronounced feeling of strong braking.
This is done on many modern electric vehicles because ease
of operation and intuitive feel are key advantages of electric
vehicles. [10].

III CONCLUSION

As a result of the research, the following conclusions can
be drawn: Many modern electric vehicle models provide an
additional tool for adjusting the relationship between coast-
ing and energy recovery. These modes provide energy re-
covery during braking, as in the coasting mode, although not
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to the same extent as in the enhanced recuperation mode.
In some situations, the charge level of the battery is impor-
tant: if it is fully charged, additional electricity cannot be
accepted.
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Abstract– The paper presents an analysis of the operating modes of
diesel engines in the conditions of JSC "O‘zbekiston temir yo‘llari".
With the help of a mathematical model of a diesel engine, the influ-
ence of a change in the gas distribution phases on the main techni-
cal and economic parameters of a diesel engine is determined. The
criterion of optimality, which characterizes the quality of working
processes in the piston part of a diesel engine, is determined.

Key words– Automatic control valve, effective efficiency, valve
timing, diesel.

I INTRODUCTION

The subject of the study is the influence of changes in
valve timing on the quality of technical and economic param-
eters of diesel locomotive diesel engines using automatically
controlled drives of the gas distribution mechanism.

The purpose of the study is to determine the influence of
changes in valve timing when a diesel engine is running on
its main technical and economic parameters.

To achieve this goal, the following tasks were set and
solved:

1. Analysis of the distribution of the time budget of loco-
motive diesel engines depending on the position of the
driver’s controller.

2. Study of the influence of changes in valve timing on
the main technical and economic parameters of a diesel
engine.

3. Determination of criteria for the optimality of the work
process and development of a control algorithm for con-
trolled gas distribution drives.

A practical analysis of the operating time budget of diesel
locomotive diesel engines shows that in operation, diesel en-

gines are mainly operated in non-nominal, intermediate po-
sitions of the driver’s controller. The establishment of oper-
ating modes of locomotive diesel engines depends on many
external and design factors. Almost all the main technical
and economic parameters of diesel engines are calculated for
their nominal operating modes [1,2].

Basically, for intermediate modes, calculations and adjust-
ments of units and components are not carried out [3].

As a result, in intermediate modes the working processes
of the piston part of the diesel engine do not proceed opti-
mally. In turn, this leads to a deterioration in the quality of
mixture formation and a significant reduction in the indicator
efficiency of the piston part of the machine [5,6].

Figure 1 shows the distribution of the diesel operating time
budget of a real diesel locomotive of the UzTE16M2 series
No. 042 of section“B” from the position of the driver’s con-
troller.

Fig. 1: Distribution of the locomotive diesel operating time budget

The diagram shows that a locomotive diesel engine mainly
operates at idle and in non-rated modes. There are different
ways to improve the working processes of the piston part of
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TABLE 1: PLAN FOR CARRYING OUT COMPUTATIONAL CALCULATIONS: Ni - INDICATOR POWER; Ne - EFFECTIVE POWER; ηi -
INDICATOR EFFICIENCY; ηe - EFFECTIVE EFFICIENCY; Pi - AVERAGE INDICATOR PRESSURE; Tmax – MAXIMUM CYCLE

TEMPERATURE; T - EXHAUST GAS TEMPERATURE

a diesel engine; one of the most effective is to replace tradi-
tional mechanical gas distribution drives with automatically
controlled drives [4].

With the introduction of automatically controlled drives,
it will be possible to control the valve timing of a diesel en-
gine, regulate and control the timing, as well as the valve lift
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height. With the application, it will be possible to provide op-
timal gas exchange conditions for different diesel operating
modes. In addition, automatically controlled valves allow in-
dividual control of the operating modes of each cylinder [7].

II METHODS AND RESULTS OF
EXPERIMENTAL RESEARCH

In order to check the efficiency and feasibility of control-
ling the drive of the gas distribution elements of a diesel lo-
comotive, an analysis of the influence of changes in valve
timing on the main technical and economic parameters was
carried out using a mathematical model of a diesel engine.
The calculation was made for the corresponding crankshaft
rotation speeds of 600 and 800 rpm, varying the nominal val-
ues of the valve timing. To get closer to real conditions, cal-
culations were made for different air flow rates. The plan for
conducting a computational experiment is given in Table 1.

For qualitative analysis, load characteristics were con-
structed based on calculation data. In the process of opti-
mizing drive control, the effective efficiency values are was
considered as a criterion for optimal control.

However, determining the effective efficiency in operation
it is almost impossible due to the lack of possibility or com-
plexity of prompt receipt.

III ANALYSIS OF THE RESULTS

Therefore, the problem of control optimization was solved
by indirectly monitoring the value of the optimality crite-
rion based on the results of measuring a certain set of en-
gine parameters. Accordingly, changes in effective efficiency
were analyzed from the load characteristics. depending on
changes in other parameters. Examples of analysis of sim-
ulation results presented in Figures 2-4. In all graphs, the
dependence of the change in the share of effective efficiency.
from cyclic supply are indirectly compared with the change
in exhaust gas temperatures for the same operating modes.
The minimum values of exhaust gas temperature in almost all
presented characteristics correspond to the maximum value
of effective efficiency. engine.

When modeling, the values of the valve timing angles are
changed from the nominal values by 10 degrees within 20
degrees in the direction of increasing and decreasing. The
diagrams correspond to the following valve timing angles:

Thus, the temperature of the exhaust gases at the outlet
of the cylinders is taken as an optimality criterion when im-
plementing optimal drive control. An important advantage
of this criterion is also the relative simplicity of its measure-
ment.

Fig. 2: Changing the opening angles of the intake valves. Air flow
G=0,78 kg/sec, crankshaft speed n=600 rpm.

Fig. 3: Changing the angles at the end of closing (landing) of the
intake valves. Air consumption G=1,24 kg/sec, crankshaft speed

n=800 rpm.
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Fig. 4: Change in the catch of the end of closing (landing) of the
exhaust valves. Air flow G=1,24 kg/sec, crankshaft frequency

n=800 rpm.

IV CONCLUSION

Diesel locomotive mainly operates in non-rated modes. As
a result, work processes in these modes do not proceed op-
timally. Especially the quality of gas exchange in the piston
part of a diesel engine in intermediate modes decreases.

With the use of automatically controlled gas distribution
drives, the quality of the diesel operating process will sig-
nificantly improve. Due to the complexity of determining
the optimal quality criteria for the working process of the
piston part of a diesel engine, they can be characterized in-
directly. The exhaust gas temperature is ideal for this pur-
pose. Analysis of the results of calculating the mathematical
model showed that the highest value of effective efficiency
coincides with the low value of exhaust gas temperature un-
der the same diesel operating conditions.

V REFERENCES

[1] Grachev V.V., Kruchek V.A., Grishchenko A.V.,
Bazilevsky F.Yu., Panchenko M.N. Locomotive power
plants: fundamentals of the theory of working processes
of diesel locomotive diesel engines. Tutorial., 2022, 74
p..

[2] Konkov A.Yu., Diesel diesel engines: devices and basic
working processes. Tutorial., 2018, 149 p..

[3] Sovin K.G., Bogatova N.O., Change of valve timing.
Agricultural machinery: maintenance and repair., 2018,
pp. 1-2.

[4] Sosnin D.A., Automated electromagnetic drive of gas
distribution valves of a piston internal combustion en-
gine. dis. Ph.D. tech. Sci. 05.09.03. Moscow. 2005,
204 p.

[5] Kuznetsov A.G., Kharitonov S.V., Liu Ying., Study of
methods for intensifying transient processes of a diesel
generator. Mechanical engineering., 2018., No. 6., pp.
50-58.

[6] Liu Ying, Kuznetsov A.G., Kharitonov S.V. Analysis of
indicator diagrams of a diesel engine when the cylinders
are turned off. Engine manufacturing. 2019., No.2., pp.
9-16.

[7] Liu Ying, Kuznetsov A.G. Analysis of the working pro-
cess of a diesel engine when the cylinders are turned off.
Mechanical engineering., 2019., No.11., pp. 9-18.

Acta of Turin Polytechnic University in Tashkent, 2024, 30, 30-33



Acta of Turin Polytechnic University in Tashkent, 2024, 30, 34-38

Published Online March 2024 in Acta TTPU (http://www.acta.polito.uz/)

TECHNICAL AND ECONOMIC FEASIBILITY
OF USING A GAS GENERATOR UNIT USING

THE EXAMPLE OF ANGREN TPP JSC

Kavkatbekov M.M., Babakhodjaev R.P.
Tashkent State Technical University named after Islam Karimov

Abstract– The article provides a feasibility study for the imple-
mentation of a layered gasification installation for Angren brown
coal, as well as the possibility of using the resulting generator gas
as fuel for lighting in boilers of the TP-230-2 type at Angren TPP
JSC. The qualitative characteristics of the resulting generator gas
are given, and annual atmospheric emissions from the combustion
of generator gas are calculated. A technological scheme for con-
necting a gas generator installation to an existing boiler unit of the
TP-230-2 type is proposed.

Key words– brown coal, layered gasification, economic efficiency,
production costs, atmospheric emissions.

I INTRODUCTION

Rational use of technical potential and reduction of the an-
thropogenic impact of industrial enterprises on the environ-
ment are key economic indicators [1-3]. At the Angren TPP,
double-drum steam boilers of the TP-230-2 type are operated
on boiler house blocks No 1-3. The boilers are designed to
burn brown coal from the Angren deposit, as well as fuel oil
and underground gasification gas. Underground coal gasifi-
cation (UCG) gas is used to illuminate the burned coal. The
design calorific value of the CCGT gas is 1180 kcal/nm3, and
the actual calorific value is 840 kcal/nm3.

Increasing the share of use of generator gas with a high
heat output on existing boiler equipment will improve stan-
dard indicators for reliability, efficiency, and ecology.

The use of a layered gasification unit to produce generator
gas as an alternative to CCGT gas will increase the service
life, the period of overhaul of boiler equipment, and also re-
duce harmful emissions into the environment. In the article
under consideration, Angren brown coal of the BOMSH B2
grade was used as a raw material (Table 1) [4].

The values of the generator gas were obtained experimen-
tally [5], the results of which are presented and compared
with the values of the underground gas of Yerostigaz JSC in
Table. 2.

Humidity W w, % 34,9

Ash content Aw, % 13,4

Carbon Cw, % 36,2

Sulfur Spw + Sow, % 1,3

Hydrogen Hw, % 1,9

Oxygen Ow, % 7,8

Nitrogen Nw, % 0,4

Lower calorific value

Qw
L ,kcal/kg

2 940

TABLE 1: CHARACTERISTICS OF THE WORKING MASS OF

ANGREN BROWN COAL GRADE B2.

Generator gas
"Yerostigaz"

JSC
Experimental

installation
CO, % 2-12 25-28
CO2, % 18-28 6-8
CH4, % 1,5-10 1,5-2
H2, % 12-35 11,5-13
O2, % up to 1 up to 0,5
N2, % 40-60 48,5-55,5

Specific gas yield,
nm3/kg

2,3 3,0-3,5

Lower calorific value
of generator gas,

Qw
L ,kcal/nm3

800 950-1000

TABLE 2: COMPARISON OF QUALITY INDICATORS OF

PRODUCER GAS

Based on the results given in table. 2, a calculation was
made of a gas generating unit designed to produce gas from
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coal from the Angren deposit (Table 3).

N Index Meaning
1 Coal consumption, kg/hour up to 100
2 Gas output, nm3/hour 300 - 350

3
Caloric content of gas,
kcal/kg

950 - 1000

4 Chemical efficiency, % 60
5 Size of fuel pieces, mm 10-30

6
Combustion air consumption,
nm3/hour

400 - 500

7
Electrical power
consumption, kW

5

8
Overall dimensions of the gas
generator, mm

3880x950x950

9
Weight of metal
structures, kg

1500

TABLE 3: TECHNICAL CHARACTERISTICS OF THE GAS

GENERATING UNIT

Based on the calculated data of the gas generating unit,
a schematic diagram of connecting the main and auxiliary
equipment of the gas generating unit to the TP-230-2 boiler
was drawn up (Fig. 1).

Fig. 1: Schematic diagram of the operation of boiler equipment at
the Angren TPP

Calculation of economic effect
The main indicators used to calculate economic efficiency

are taken [6]:

• net income;

• payback period.

The total investment consists of:

• transportation costs, 5% of the cost of equipment;

• equipment installation costs, 30% of the equipment
cost;

• commissioning costs, 10% of the cost of equipment.

We take the data on the composition and cost of the main
and auxiliary equipment of the gas generator installation
equal to 310 000 000 sums.

Transportation costs, sum

KT = 0,05 ·K1 (1)

where, K1 – total cost of equipment;
Costs for equipment installation work, sum

KM = 0,3 ·K1 (2)

Commissioning costs, sum

KC = 0,1 ·K1 (3)

Total investment:

K = K1 +KT +KM +KC (4)

The annual supply of thermal energy when using generator
gas will be:

Qgen = Bgas ·Qw
L ·ηbrutto (5)

where, Bgas = 2,56 ·106 nm3/year – annual consumption
of generator gas; Qw

L = 1000 kcal/kg, lower calorific value
of generator gas;

In accordance with the category of technological equip-
ment, the estimated service life of the gas generator is taken
to be TSL = 12 years.

Let’s determine the annual depreciation rate:

HD ≈ 100
TSL

=
100
12

= 8,3[%].

Thus, the depreciation rate will be 8,3%.
Let’s calculate the costs of the gas generator.
Fuel costs:

CF = BF ·CF (7)

where, CF - cost of 1 ton of coal [7].
Depreciation costs:

CD = K ·HD (8)

Repair costs:
CR = 0,4 ·HD (9)
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Salary costs:

CSC = 1,543 ·108 [sum/year] (10)

Payroll deduction costs:

CPD = 0,12 ·CSC (11)

Electricity costs:

CEE =CE ·NE

where, CE=900 sum/kW · hour is the cost of electricity;
NE=40 000 kW · hour/year – annual total electricity con-
sumption of the main and auxiliary equipment of the gas gen-
erator plant.

Other costs:

C0 ≈ 0,15 · (CD +CR) (12)

Total costs:

∑C =CD +CSC +CR +CF +CEE +CPD +C0 (13)

Cost of thermal energy when using generator gas:

Cgas
T E =

∑C
Eprod

(14)

Annual income from the generated thermal energy using
generator gas.

CGT = (Ccoal
T E −Cgas

T E ) ·h (15)

Payback of a gas generator installation:

T0 =
∑C
Cgas

=
4,519 ·108

1,513 ·108 = 3[year]. (16)

Calculation of the repair fund for the TP-230-2 boiler af-
ter the introduction of a gas generator plant.

The annual repair fund for 2023 for the equipment of the
TP-230-2 boiler No 1 of stage amounted to Cp

R=489 423 120
sum.

The abrasive wear caused by fly ash damages the metal
inside the firebox. Therefore, the main material costs for re-
pairs fall on the internal metal of the furnace (screen system,
water supply pipes, lower collectors of the screen system,
steam transfer pipes, superheater manifold and others).

At the moment, coal is burned in the amount of 30
tons/hour in boilers TP-230-2 No 1-3 [8]. Therefore, the an-
nual coal consumption will be:

Byear
coal = Bhour

coal ·8000 = 30 ·8000 = 240000 [t/year] (17)

Taking into account the production capacity of the gas gen-
erator, direct combustion of coal in the furnace of the TP-
230-2 boiler is reduced by 800 tons/year. The ratio of coal
used for gasification to the total volume of burned coal in
boilers TP-230-2 No. 1-3 stages will determine the degree of
reduction in abrasive wear of metal structures, i.e.:

Degree of reduction of abrasive wear:

Kabr.w. =
Byear

gas

Byear
coal

=
800

240000
= 0,0033 (18)

Parameter Meaning

Total annual costs, sum/year 451 900 000

Financial profit, sum/year 151 272 000

Annual heat generation, Gcal/year 2,07

Heat cost, sum/Gcal : 218 309

Payback period, years 3

TABLE 4: GENERAL ECONOMIC INDICATORS GAS

GENERATING UNIT

Environmental indicators
At the Angren thermal power plant, the flue gases include:

fly ash, carbon monoxide (CO), sulfur dioxide (SO2), and
nitrogen oxides (NO2).

Calculation of fly ash emissions. Mass emission of fly ash
when burning coal and generator gas using a dust collector
[9], t/year.

M f a = BT · Aw

(100−G f s)
·αsh · (1−ηe) (18)

where, BF = 800 t/year – annual fuel consumption;
Aw = 26 % – working ash content of coal;
Aw = 1,6 % – working ash content of gas;
G f s = 2% – content of flammable substances in the en-

trainment;
αsh = 0,85 – share of ash in carryover;
ηe = 0,869 – efficiency of dust collector cleaning [10,11].
Annual fee for fly ash emission when burning coal and

generator gas for boilers No 1-3 stages [12]:

yatm =
M f a ·PMBV ·ηbr

f a

K f a
(19)

where, PMBV = 330 000 sum – the minimum basic calcu-
lated value established in the Republic of Uzbekistan;

ηbr
f a = 0,0228 – base rate for fly ash;

K f a = 6 - multiplicity factor when exceeded (decreased),
when their validity period has expired or in the event of an
accident.
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Calculation of carbon oxide emissions. The mass emission
of carbon oxides is determined by the formula, t/year.

MCO = 0,001 ·BF ·KCO · (1− qmech

100
) (20)

KCO = (qchem ·R ·Qw
L )/1,013 (21)

where,KCO – carbon monoxide output when burning solid
fuel or liquid, g/kg or gaseous, g/m3; qmech= 1,2% – heat
loss from mechanical incomplete combustion of fuel in the
boiler;

qchem= 2,4% – heat loss from chemical incomplete com-
bustion of fuel;

R is a coefficient that takes into account the share of heat
loss due to chemical incomplete combustion of fuel, caused
by the content of carbon monoxide in the products of incom-
plete combustion. For solid fuel R = 1, for gas R = 0,5, for
fuel oil R = 0,65;

Qw
L = 12,343 MJ/kg – lower heating value of coal;

When burning generator gas, the formation of carbon ox-
ides is neglected. Calculation of sulfur dioxide emissions.
The mass emission of sulfur dioxide is determined by the
formula, t/year.

MSO2 = 0,02 ·B ·Sp · (1−η
′
SO2

) · (1−η
′′
SO2

) (22)

where, Sp = 1,3 – sulfur content in fuel per working
weight, %;

η ′
SO2

= 0,5 – the proportion of sulfur dioxide that is bound
by the fly ash of the fuel;

η ′′
SO2

= 0,03 – fraction of sulfur dioxide captured in the ash
collector for wet ash collectors.

Calculation of nitrogen oxide emissions. The mass emis-
sion of nitrogen oxides is determined by the formula, t/year.

MNO2 = 0,001 ·B ·Qw
L ·KNO2 · (1−β ) (23)

where, Qw
L = 4,184 for generator gas – lower heating value of

fuel, MJ/kg;
Kcoal

NO2
= 0,18, Kgas

NO2
= 0,09 – parameter characterizing the

amount of nitrogen oxides per 1 GJ of heat, kg/GJ;
β = 0,5 – coefficient that takes into account the degree of

reduction in nitrogen oxide emissions as a result of the use
of technical solutions.

Annual fee for the emission of carbon oxides when burn-
ing coal and generator gas on boilers No 1-3 stages:

yatm
NO2

= MNO2 ·PMBV ·ηbr
NO2

: KNO2 (24)

Sum of emissions of harmful substances:

Matm = M f a +MCO +MSO2 +MNO2 (25)

Total payment for the emission of all harmful substances
into the atmosphere.

yatm
NO2

= yatm
f a + yatm

CO + yatm
SO2

+ yatm
NO2

(26)

The table shows the summary of calculations for the quan-
tity and payment for harmful emissions when burning coal of
800 tons/year.

Emissions
Coal Producer gas

Emissions,
t/year

Payment for
emissions,
sum/year

Emissions,
t/year

Payment for
emissions,
sum/year

Fly ash 23,63 29 636 6,3 7 566
CO 23,1 7 612 - -
SO2 10,1 16 165 16,14 25 832
NO2 0,89 3 251 0,63 2 298
Total 57,7 56 664 22,8 33 696

According to the table Figure 5 shows that when burn-
ing generator gas with a flow rate of B = 320 nm3/hour
(416 kg/hour or 3328 t/year), it is possible to reduce harm-
ful atmospheric emissions to ∆Matm= 34,9 t/year (45 370
nm3/year) or save thermal energy of exhaust gases Qnat.gaz =
m · Ir = 45370 ·271 = 12 295 270 kcal/year, which is equiv-
alent to saving 1,756 kg of standard fuel or 1,535 m3 (1 383
217 sum) of natural gas. If the scale of use of generator gas
increases to B = 32 000 nm3/hour (41600kg/hour), the an-
nual savings of natural gas when operating one gas generator
will be Enat.gas= 153 500 m3 or 138 321 700 sum.

II CONCLUSION

Based on the calculation of the technical and economic
indicators of a layered gas generator with a coal consumption
of 100 kg/hour for a boiler of type TP-230-2 at Angren TPP,
the following indicators were obtained:

• investment costs – 451 900 000 sums;

• annual benefit – 151 272 000 sums;

• savings in annual operating costs for repairs of boiler
equipment – 0,0033%;

• total annual benefit of material resources – 152 887 709
sums;

• payback period – 3 years;

• useful service life of the equipment – 8 years;

• reduction of emissions into the atmosphere - 35
tons/year;
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• annual natural gas savings of up to 1 535 m3 due to re-
duced emissions into the atmosphere;

The quality indicators of the generator gas allow it to be
used as an alternative fuel for gas from the CCGT plant of
Yerostigaz JSC.

The payback period of the project is 3 years, which classi-
fies it as an average payback period.

Based on the above performance indicators, we can say
that the investment project is economically feasible and fi-
nancially sound.
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Abstract– This article explores the transformative role of Vehicle-
to-Everything (V2X) communication in the context of electric vehi-
cles (EVs). Recent technological advancements, including 5G con-
nectivity, edge computing, and machine learning, are investigated
for their impact on V2X systems. Practical implementations, such
as connected intersection management, cooperative adaptive cruise
control, and emergency vehicle signal preemption, showcase tangi-
ble benefits in safety, efficiency, and sustainability. Despite these
advancements, challenges such as reliability, security, and interop-
erability persist, necessitating careful consideration for widespread
adoption. The significance of V2X communication lies in its po-
tential to enhance safety features, efficiency, and grid integration in
EVs. This collaborative ecosystem, when integrated with continued
technological innovation, policy support, and consumer adoption,
is poised to reshape the future of transportation, creating smarter,
more connected, and sustainable mobility solutions.

Key words– V2X communication, Electric vehicles, Connected
vehicles, Intelligent transportation systems, Traffic optimization

I INTRODUCTION

Vehicle-to-Everything (V2X) communication is a revolu-
tionary concept that redefines the interaction between electric
vehicles (EVs) and their surroundings. At its core, V2X es-
tablishes a dynamic communication framework that enables
EVs to communicate with one another (V2V), infrastructure
(V2I), and the power grid (V2G). This interconnected net-
work forms the backbone for a new era of smart and efficient
transportation. In the context of electric vehicles, V2X com-
munication holds the promise of transforming how these ve-
hicles operate, communicate, and contribute to the broader
mobility ecosystem.

The significance of V2X communication in the realm of
electric vehicles cannot be overstated. V2X plays a pivotal
role in enhancing safety, efficiency, and the overall perfor-
mance of electric vehicles. By enabling direct communi-
cation between vehicles (V2V), electric vehicles can seam-
lessly share information about their speed, location, and in-

tended maneuvers, leading to advanced driver assistance sys-
tems and proactive collision avoidance. Furthermore, V2I
communication allows electric vehicles to interact with traf-
fic infrastructure, optimizing traffic flow and reducing con-
gestion. The integration of V2G communication ensures
efficient energy management, contributing to grid stability
and enhancing the overall sustainability of electric vehicles
[Fig.1].

Fig. 1: Graphical representation [25]

The comprehensive review on V2X communication in
electric vehicles aims to provide a thorough exploration of
this transformative technology. The scope encompasses fun-
damental concepts such as V2V, V2I, and V2G communi-
cation, delving into the technological advancements, chal-
lenges, and real-world implementations. By examining the
role of V2X in enhancing safety, efficiency, and overall per-
formance, the review seeks to offer valuable insights into the
impact of this technology on the rapidly evolving landscape
of electric vehicles. The objectives include unraveling recent
innovations, addressing challenges, and identifying future re-
search directions to pave the way for a more connected and
intelligent electric vehicle ecosystem [12].
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II FUNDAMENTALS OF V2X COMMUNICATION

2.1 Definition and Components of V2X Communica-
tion

V2X communication, or Vehicle-to-Everything, is a trans-
formative paradigm in the automotive domain that estab-
lishes a dynamic information exchange framework. This
multifaceted communication system comprises three primary
components [11]:

• V2V (Vehicle-to-Vehicle): Involves direct commu-
nication between vehicles on the road. V2V enables
real-time sharing of crucial information such as posi-
tion, speed, and trajectory, fostering cooperative actions
like collision avoidance and synchronized driving ma-
neuvers [Fig.2].

Fig. 2: V2V (Vehicle-to-Vehicle) [22]

• V2I (Vehicle-to-Infrastructure): Extends communi-
cation to the surrounding infrastructure, allowing elec-
tric vehicles to interact with traffic lights, road signs,
and other elements of smart transportation systems. V2I
contributes to optimized traffic flow, efficient naviga-
tion, and enhanced overall transportation network man-
agement [Fig.3].

Fig. 3: V2I (Vehicle-to-Infrastructure) [23]

• V2G (Vehicle-to-Grid): Enables communication be-
tween electric vehicles and the power grid. V2G fa-
cilitates bidirectional energy flow, allowing electric ve-
hicles to not only draw power from the grid but also
contribute excess energy back, contributing to grid sta-
bilization and demand response.

Fig. 4: V2G (Vehicle-to-Grid)

2.2 Technologies and Protocols in V2X Communication

The efficacy of V2X communication relies on a suite of
advanced technologies and protocols. These include [11]:

Wireless Communication Technologies: V2X communi-
cation often leverages wireless technologies such as Ded-
icated Short-Range Communications (DSRC) or Cellular
Vehicle-to-Everything (C-V2X). These technologies enable
high-speed, low-latency communication crucial for real-time
interactions between vehicles and their environment.

Communication Protocols: Standardized communication
protocols, such as IEEE 802.11p for DSRC or 3rd Genera-
tion Partnership Project (3GPP) for C-V2X, ensure interop-
erability and seamless communication between diverse com-
ponents of the V2X ecosystem.

Sensor Technologies: V2X systems incorporate various
sensors, including radar and LiDAR, to gather real-time data
about the vehicle’s surroundings. These sensors enhance
the accuracy of information shared between vehicles and
infrastructure.

2.3 Evolution and Significance of V2X in the Automo-
tive Industry

The evolution of V2X communication represents a trans-
formative journey in the automotive industry. Initially con-
ceived for enhancing safety through collision avoidance,
V2X has evolved to become a cornerstone of intelligent
transportation systems. Its significance lies in:

Safety Enhancement: V2X has significantly contributed to
reducing accidents through advanced driver assistance sys-
tems enabled by V2V communication.

Efficiency and Sustainability: V2X enhances traffic flow,
reduces congestion, and optimizes energy usage, contribut-
ing to a more efficient and sustainable transportation ecosys-
tem.

Paving the Way for Autonomous Vehicles: V2X commu-
nication is a critical enabler for the development and integra-
tion of autonomous vehicles, providing them with essential
real-time data about the environment.
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III V2V COMMUNICATION: VEHICLE-TO-VEHICLE

3.1 Capabilities and Applications of V2V Communica-
tion

Vehicle-to-Vehicle (V2V) communication unlocks a myr-
iad of capabilities and applications that enhance the overall
functionality and safety of vehicles on the road [13]:

Real-Time Information Exchange: V2V enables vehicles
to exchange real-time information about their speed, posi-
tion, and trajectory. This information forms the basis for co-
operative and proactive actions between vehicles.

Collision Avoidance: By constantly sharing data, V2V
communication allows vehicles to detect potential collision
risks in advance. This capability is crucial for triggering
timely warnings and intervention systems to avoid accidents.

Traffic Coordination: V2V facilitates communication be-
tween vehicles to optimize traffic flow. It enables coordinated
actions, such as adjusting speed and spacing, to reduce con-
gestion and enhance overall traffic efficiency.

Enhanced Situational Awareness: V2V communication
enhances a vehicle’s situational awareness by providing in-
formation about surrounding vehicles even beyond the line
of sight. This is particularly valuable in scenarios with ob-
structed visibility.

Cooperative Maneuvers: Vehicles equipped with V2V
capabilities can engage in cooperative maneuvers, such as
synchronized lane changes and merging, leading to smoother
traffic flow and reduced bottlenecks.

3.2 Contribution to Safety Features
V2V communication plays a pivotal role in advancing

safety features, contributing to several key functionalities
[13] [Fig.5].

Fig. 5: Contribution to Safety Features

Collision Avoidance Systems: V2V-enabled collision
avoidance systems utilize the shared data to assess the risk
of potential collisions. In critical situations, these systems
can autonomously intervene by triggering warnings, apply-

ing brakes, or adjusting the vehicle’s trajectory to avoid acci-
dents.

Cooperative Adaptive Cruise Control (CACC): V2V com-
munication allows vehicles to cooperatively adjust their
speeds based on the movements of nearby vehicles. This
enhances the efficiency of adaptive cruise control systems,
ensuring smoother and safer traffic flow.

Emergency Braking Assistance: In emergency situations,
V2V communication enables rapid communication between
vehicles to coordinate emergency braking maneuvers. This
collective response helps mitigate the severity of collisions
and reduces the likelihood of multi-vehicle accidents.

IV V2I COMMUNICATION:
VEHICLE-TO-INFRASTRUCTURE

4.1 Examining the Role of V2I Communication
Real-time Traffic Management: V2I communication em-

powers electric vehicles to access real-time data from traffic
management systems. By receiving updates on traffic con-
ditions, EVs can make informed decisions, contributing to
dynamic traffic management. This includes adaptive signal
control, enabling traffic lights to respond to real-time traf-
fic flow, reducing congestion, and optimizing overall traffic
movement [14].

Smart Intersections: One of the key applications of V2I
communication is the creation of smart intersections. Elec-
tric vehicles communicate with traffic infrastructure to en-
hance safety and efficiency at junctions. This includes pre-
dictive traffic light changes based on the approaching EVs,
allowing for smoother traffic flow and reducing the likeli-
hood of collisions [14].

Intelligent Traffic Management: V2I connectivity is piv-
otal for the development of intelligent traffic management
systems. By exchanging data with electric vehicles, infras-
tructure components can collectively contribute to more ef-
fective traffic management. This involves adaptive rerouting
to alleviate congestion, proactive incident management, and
strategic coordination of traffic signals, creating an ecosys-
tem that adapts to real-time conditions for improved effi-
ciency [14].

4.2 Highlighting Applications of V2I Communication
Traffic Signal Optimization: V2I communication enables

electric vehicles to communicate with traffic signals, leading
to optimized traffic signal timings. This application ensures
that traffic lights dynamically adjust based on real-time traf-
fic conditions, reducing wait times, minimizing idling, and
enhancing the overall flow of traffic [14].

Smart Intersections: Through V2I communication, elec-
tric vehicles contribute to the intelligence of intersections.
Smart intersections leverage data shared by EVs to enhance
safety, minimize congestion, and enable cooperative maneu-
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vers. This includes features like extended green lights for
approaching EVs and advanced collision avoidance systems
[14].

Intelligent Traffic Management: The overarching goal of
V2I communication is to create intelligent traffic manage-
ment systems. This involves leveraging data from electric
vehicles to implement responsive traffic control, dynamic
rerouting to alleviate congestion, and proactive management
of traffic incidents. The result is a more adaptive and effi-
cient traffic infrastructure that caters to the specific needs of
electric vehicles [14].

V V2G COMMUNICATION: VEHICLE-TO-GRID

The integration of Vehicle-to-Grid (V2G) communication
marks a significant advancement in the realm of electric ve-
hicles (EVs) and their role in the broader energy landscape.
This technology enables a two-way flow of information and
energy between electric vehicles and the power grid, pre-
senting a myriad of opportunities for grid optimization and
enhanced energy management.[6]

5.1 Investigating V2G Communication Integration
Bidirectional Energy Flow: V2G communication estab-

lishes a bidirectional energy flow, allowing electric vehicles
not only to draw power from the grid for charging but also to
return excess energy back to the grid. This bidirectional ca-
pability transforms EVs into flexible assets that can actively
participate in the energy ecosystem.

Grid Stability: By integrating V2G communication, elec-
tric vehicles contribute to grid stability. During periods of
high energy demand or grid imbalances, electric vehicles can
provide surplus energy or adjust their charging patterns, act-
ing as stabilizing agents. This capability helps mitigate fluc-
tuations in the grid and enhances overall stability [16].

Demand Response: V2G communication facilitates de-
mand response strategies. Electric vehicles can respond to
signals from the grid, adjusting their charging or discharging
schedules based on peak demand periods or grid constraints.
This demand response capability optimizes energy consump-
tion, reduces strain on the grid during peak times, and con-
tributes to more efficient energy distribution [15].

Energy Management: Electric vehicles equipped with
V2G communication become integral components of a
broader energy management system. They can communicate
with the grid to determine optimal charging times, consid-
ering factors such as electricity prices, grid conditions, and
renewable energy availability. This dynamic energy manage-
ment not only benefits the grid but also allows EV owners to
optimize their charging costs [17].

5.2 Discussing Contributions to Grid Stability, De-
mand Response, and Energy Management

Grid Stability: V2G communication empowers electric

vehicles to actively participate in maintaining grid stability.
Through real-time communication with the grid, EVs can ad-
just their energy flow, providing essential support during pe-
riods of high demand or unexpected fluctuations. This ca-
pability enhances the reliability and resilience of the power
grid.[6]

Demand Response: Electric vehicles, acting as distributed
energy resources, play a crucial role in demand response ini-
tiatives. V2G communication enables EVs to respond to sig-
nals from the grid, aligning their charging and discharging
activities with grid needs. This responsiveness contributes
to a more flexible and responsive energy infrastructure, re-
ducing the likelihood of blackouts and optimizing resource
utilization [15].

Energy Management: V2G communication facilitates in-
telligent energy management for electric vehicles. EVs can
leverage grid data to optimize their charging schedules, con-
sidering factors such as energy prices, grid demand, and
renewable energy availability. This not only ensures cost-
effective charging for EV owners but also supports grid-level
sustainability goals by promoting the use of renewable en-
ergy sources[17].

VI CHALLENGES IN V2X COMMUNICATION

6.1 Identifying Challenges
Reliability:
Issue: Ensuring consistent and reliable communication be-

tween vehicles and infrastructure.
Discussion: Reliability is critical for the success of V2X

communication. Factors such as network congestion, envi-
ronmental conditions, and hardware malfunctions can impact
the reliability of data exchange. Robust protocols and redun-
dancy mechanisms are essential to mitigate these challenges
[7].

Security:
Issue: Safeguarding V2X communication against cyber

threats and unauthorized access.
Discussion: Security is a paramount concern. V2X com-

munication involves the exchange of sensitive information,
making it susceptible to malicious attacks. Implementing
robust encryption, authentication, and intrusion detection
mechanisms is vital to ensure the integrity and privacy of
communication [7].

Interoperability:
Issue: Achieving seamless communication among diverse

vehicles and infrastructure from different manufacturers.
Discussion: Interoperability challenges arise due to vari-

ations in communication protocols and hardware specifica-
tions. Establishing industry standards and protocols is crucial
to enable universal compatibility and ensure effective com-
munication across a diverse fleet of vehicles [7].
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Standardization:
Issue: Lack of standardized protocols and frameworks for

V2X communication.
Discussion: The absence of universally accepted standards

poses challenges in achieving consistency and compatibil-
ity. Standardization efforts are essential to create a common
framework, facilitating widespread adoption and fostering a
cohesive V2X ecosystem [7].

6.2. Addressing Potential Issues
Signal Interference
Issue: Signal interference from other wireless devices or

environmental factors.
Discussion: The electromagnetic spectrum is shared by

various communication technologies, leading to potential
interference. Advanced signal processing techniques, fre-
quency management, and spectrum allocation policies can
help mitigate interference issues and enhance signal reliabil-
ity [7].

Latency
Issue: Delays in transmitting and receiving information

between vehicles and infrastructure.
Discussion: Latency is a critical concern, especially in

safety-critical applications. Optimizing communication pro-
tocols, minimizing data processing times, and leveraging
low-latency technologies like 5G contribute to reducing la-
tency and ensuring timely responses [7].

Communication Range
Issue: Limitations in the distance over which V2X com-

munication can occur.
Discussion: The effective range of V2X communication

systems may be constrained by factors like radio frequency
limitations and environmental conditions. Innovations in
antenna design, power management, and infrastructure de-
ployment can extend communication ranges and enhance the
overall coverage [7].

VII TECHNOLOGICAL ADVANCEMENTS AND
INNOVATIONS

7.1 Recent Technological Advancements
5G Connectivity [Fig.6]:
Advancement: Integration of 5G networks for V2X com-

munication.
Discussion: 5G connectivity represents a significant leap

forward, offering higher data transfer rates, lower latency,
and increased network capacity. This enables faster and more
reliable communication between vehicles and infrastructure,
crucial for time-sensitive applications like collision avoid-
ance and real-time traffic management.[1]

Edge Computing [Fig.7]:
Advancement: Utilizing edge computing for processing

V2X data.

Fig. 6: 5G Connectivity

Discussion: Edge computing involves processing data
closer to the source, reducing latency and enhancing real-
time decision-making. In the context of V2X communica-
tion, edge computing allows for faster analysis of data gen-
erated by vehicles, enabling quicker responses to dynamic
road conditions and improving the overall efficiency of the
communication ecosystem [1][3].

Fig. 7: Edge Computing

Machine Learning Applications [Fig.8]:
Advancement: Integration of machine learning algorithms

in V2X systems.
Discussion: Machine learning brings intelligence to V2X

communication by enabling systems to learn and adapt to
diverse scenarios. This includes predicting traffic patterns,
optimizing routing based on historical data, and enhancing
the accuracy of collision detection systems. Machine learn-
ing applications contribute to the agility and adaptability of
V2X systems in complex, dynamic environments [1][4].
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Fig. 8: M.L. Applications

VIII DISCUSSING INNOVATIONS IN V2X SYSTEMS

5G Connectivity:
Innovation: Leveraging ultra-reliable low-latency com-

munication (URLLC) capabilities.
Discussion: 5G’s URLLC feature ensures highly reliable

and low-latency communication, making it well-suited for
safety-critical applications in V2X systems. This innovation
enhances the responsiveness of collision avoidance systems,
emergency braking, and other time-sensitive functionalities
[2].

Edge Computing:
Innovation: Implementing edge-based processing for real-

time decision-making.
Discussion: By decentralizing data processing to the edge

of the network, V2X systems can respond more swiftly to
changing conditions. Edge computing enhances the effi-
ciency of traffic signal optimization, cooperative maneuvers,
and other critical functions by minimizing the time required
for data analysis and decision-making [2][3].

Machine Learning Applications:
Innovation: Adaptive learning for improved traffic predic-

tion and behavior analysis.
Discussion: Machine learning algorithms enable V2X sys-

tems to adapt to evolving traffic patterns and driver behav-
iors. This innovation enhances the accuracy of traffic predic-
tions, contributing to more effective route planning, conges-
tion management, and proactive safety measures [2][4].

IX CASE STUDIES AND PRACTICAL
IMPLEMENTATIONS

Real-world applications of Vehicle-to-Everything (V2X)
communication have showcased its transformative impact on
various aspects of transportation, safety, and efficiency. Here
are several case studies and practical implementations high-
lighting the successful integration of V2X communication in
diverse scenarios [7]:

8.1 Emergency Vehicle Signal Preemption:
Case Study: Implementation in various cities globally.
Implementation: Emergency vehicles equipped with V2X

technology can communicate with traffic signals to request
priority green lights. This ensures faster response times dur-
ing emergencies, improving overall public safety and the ef-
ficiency of emergency services.

8.2 Pedestrian Safety through V2P Communication:
Case Study: University of Michigan’s Safety Pilot Model

Deployment.
Implementation: V2P (Vehicle-to-Pedestrian) communi-

cation was employed to enhance pedestrian safety. Equipped
vehicles communicated with smartphones carried by pedes-
trians, providing warnings and alerts to prevent potential col-
lisions. The deployment demonstrated the feasibility of V2P
in mitigating pedestrian-related accidents [8] [Fig.9].

Fig. 9: Graphical representation [10]

8.3 Smart Parking Solutions:
Case Study: Barcelona, Spain.
Implementation: V2X communication was utilized for

smart parking solutions, allowing vehicles to communicate
with parking infrastructure. Drivers received real-time in-
formation about parking space availability, reducing search
times and traffic congestion while enhancing the overall
parking experience. [9]

X CONCLUSION

V2X communication stands at the forefront of revolution-
izing the electric vehicle landscape, presenting a paradigm
shift in how these vehicles interact with each other, infras-
tructure, and the energy grid. The significance lies in:

Safety Enhancement - V2X communication enhances
safety through real-time information exchange, enabling fea-
tures like collision avoidance, cooperative adaptive cruise
control, and emergency braking .

Efficiency and Sustainability - Optimized traffic flow,
smart intersections, and energy management through V2X
contribute to the overall efficiency and sustainability of elec-
tric vehicles, aligning with global efforts for cleaner and
smarter mobility.
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Grid Integration and Energy Management - V2G commu-
nication transforms EVs into dynamic contributors to grid
stability, demand response, and intelligent energy manage-
ment, paving the way for a more resilient and sustainable
energy ecosystem.

In conclusion, the comprehensive review underscores the
pivotal role of V2X communication in shaping the future of
electric vehicles and transportation. Recent technological ad-
vancements demonstrate the potential for enhanced safety,
efficiency, and sustainability. Challenges, including reliabil-
ity and standardization, require ongoing attention. The sig-
nificance of V2X lies in its transformative impact on safety
features, efficiency, and grid integration. As a collabora-
tive ecosystem emerges, continued technological integration,
policy support, and consumer adoption will drive the seam-
less integration of V2X communication, paving the way for a
smarter, more connected, and sustainable automotive future.
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Abstract– The article presents the results of comparative produc-
tion tests of a modernized sewing machine with recommended nee-
dle and hook thread tensioners. The constructive execution and se-
lected parameters of tensioning devices, which allowed obtaining
high-quality stitches in comparison with the existing sewing ma-
chine, are substantiated.

Key words– Sewing machine, thread, needle, regulator, tension,
platter, rubber shock-absorber, oscillation, rigidity, motion, ampli-
tude, frequency.

I INTRODUCTION

Based on the results of theoretical and experimental stud-
ies, the main parameters of sewing machine thread tensioners
were justified [1,2]. Taking into account the recommended
parameters of needle and hook thread tensioners, the samples
of the developed designs of thread tensioners were made.

Fig.1 shows samples of plate thread tensioners with addi-
tional shock absorbers. At the same time, to determine the
most acceptable ratios of stiffnesses of shock absorbing and
pressure regulating rubber bushings, a number of versions of
thread tensioners were produced.

Fig.2 shows the general view of the plate thread tensioner
with a rubber shock absorber and a spring pressure elastic
element. During the tests different variants of the stiffness
ratios C1 and C2 of the elastic elements were used (see Fig.
1). In addition, the oscillating version of the tensioning de-
vice was considered (see Fig. 2) [3,4].

Tests were conducted on the modernized and serial sewing
machine and compared the results. During the tests of the
modernized sewing machine with new thread tensioners in
obtaining quality stitches in the manufacture of garments,
there were no failures, no skipped stitches, no needle break-
age, no thread breaks and unraveling of stitches at high speed

Fig. 1: General view of disc tensioners with rubber shock
absorbers and combirinivon bushings

modes of operation (up to 5000 min−1).
Production tests on the modernized sample sewing ma-

chine were conducted at different speed modes and on differ-
ent brands of denim materials ("Denim", "Gin", "Stretch").

Fig. 2: General view of the variants of the recommended disc
tensioners design
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Indicators
In a commercially

available sewing machine

In a modernized sewing

machine with new thread

tensioners

1 2 3 average 1 2 3 average

1. Needle breakage - - - - - - - -

2. Stitch skip, 10 m 3 2 2 2,3 - - 1 0,3

3. Thread breakage, 30 m 2 4 3 3 - - - -

4. Tensile strength, 100 m - 1 2 1 - - - -

5. Deformability in % 26 31 30 30 28 28 29 28,3

TABLE 1: AT A MAIN SHAFT SPEED OF 3500 min−1 , THE THICKNESS OF THE OF THE MATERIALS TO BE SEWN IS 3.0 MM (STRETCH

MATERIAL).

Indicators
In a commercially

available sewing machine

In a modernized sewing

machine with new thread

tensioners

1 2 3 average 1 2 3 average

1. Needle breakage - 1 - 0,3 - - - -

2. Stitch skip, 10 m 3 2 2 2,3 1 - - 0,3

3. Thread breakage, 30 m 2 4 3 3 - - - -

4. Tensile strength, 100m 1 1 - 1,7 - - - -

5. Deformability in % 31 30 32 31 33 34 33 33,3

TABLE 2: AT A MAIN SHAFT SPEED OF 4500 min−1 , THE THICKNESS OF THE OF THE MATERIALS TO BE SEWN IS 3.0 MM (STRETCH

MATERIAL).

Indicators
In a commercially

available sewing machine

In a modernized sewing

machine with new thread

tensioners

1 2 3 average 1 2 3 average

1. Needle breakage 1 1 - 1 - - - -

2. Stitch skip, 10 m 4 3 3 3,3 - - - -

3. Thread breakage, 30 m 4 3 4 3,6 - - - -

4. Tensile strength, 100m 2 - 1 1 - - - -

5. Strength of line breaks, n 139 149 142 143 187 196 192 193

TABLE 3: AT A MAIN SHAFT SPEED OF 3500 min−1 , THE THICKNESS OF THE MATERIALS TO BE SEWN IS 3.5 MM (DENIM

MATERIAL).

The checks showed that the density of the upper and lower
threads of the double-layer material corresponds to the norm.

It was found that the quality of the obtained stitches on

the recommended sewing machine meets the normative and
technological requirements (there were no skipped stitches
and folds of materials, breakage of needle and shuttle threads
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Indicators
In a commercially

available sewing machine

In a modernized sewing

machine with new thread

tensioners

1 2 3 average 1 2 3 average

1. Needle breakage 1 1 1 1 - - - -

2. Stitch skip, 10 m 3 3 3 3 - - - -

3. Thread breakage, 30 m 4 4 3 3,6 - - - -

4. Tensile strength, 100m 1 2 2 1,6 - - - -

5. Strength of line breaks, n 95 98 101 98 116 126 122 123

and there were no needle breakages, as well as there was
no dissolution of stitches). Manufactured overalls made of
dense denim material "Denim", as well as from deformable
denim materials "Stretch" met the regulatory requirements

Technological tests showed that the recommended sewing
machine has a number of advantages over existing machines
and in the simplicity of design, and in increased productivity,
as well as in the quality of stitches and stitches. Technolog-
ical indicators of the compared sewing machines at different
speeds of the main shaft are given in tables 1÷3.

II RESULTS AND DISCUSSION

The results of production tests showed that the use of new
disc and plate thread pullers in the modernized sewing ma-
chine allowed to increase the quality of sewing denim mate-
rials:

• increase the productivity of the sewing machine by 1.2-
1.3 times compared to the serial sewing machine;

• virtually no skipped stitches;

• thread breakage is reduced by 8 times;

• no needle breakage;

• there is no unraveling of stitches.

In addition, when using the recommended designs of
thread tensioners, the strength of stitches increases to 15÷
18%.

The results of production tests confirmed the performance
of the developed sewing machine with a plate thread ten-
sioner needle thread with rubber shock absorbers and plate
tensioner with parallel stiffness of shuttle thread in real in-
dustrial conditions with high technological performance, and
allowed to obtain high-quality special clothing from denim
materials with different characteristics [5-7].

III CONCLUSION

On the basis of production tests of the recommended
sewing machine with effective needle thread tensioner and,
the regulator of shuttle thread tension in comparison with the
serial variant. The efficiency of using the recommended de-
signs of thread tensioners is substantiated.
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Abstract– In this paper, copper nanoparticles were synthesized us-
ing a chemical method. A constant magnetic field of 1.25 T and
ultrasound were used to synthesize copper nanoparticles, and their
effect on the properties and morphology of the nanoparticles was
studied. The synthesized nanoparticles were characterized using
X-ray diffraction (XRD) and SEM analysis. It has been proven
that ascorbic acid has a good stabilizing effect, protecting copper
nanoparticles from oxidation for a long period. The presence of
polyvinylpyrrolidone (PVP) polymer effectively stabilizes particles
during the synthesis process due to the dispersive effect of ultra-
sound. This stabilizing effect of PVP helps to achieve a constant
particle size, preventing excessive agglomeration and promoting
stable particle growth. The size of nanoparticles synthesized us-
ing a magnetic field is significantly smaller than without using a
magnetic field.

Key words– synthesis, copper nanoparticles, ultrasound and mag-
netic field, morphology of the nanoparticles.

I INTRODUCTION

Currently, one of the most common methods for obtain-
ing copper nanoparticles is the chemical method of reduction
of their salts from solutions. The main requirements for the
chemical method for synthesizing nanoparticles are the use
of an environmentally friendly method and the synthesis of
pure copper nanoparticles that are stable to oxidation.

The synthesis of Cu nanoparticles is challenging due to its
high susceptibility to oxidation. It is extremely sensitive to
air, and the oxide phases are thermodynamically more stable
[1]. Copper particles are easily oxidized by oxygen dissolved
in water and contained in the air. The high rate of oxidation
of Cu nanoparticles may limit their use [2].

Oxidation of copper nanoparticles can be eliminated if the
synthesis is carried out in the presence of CO or H2. On
the other hand, handling these gases is quite difficult, and
their use is avoided whenever possible [3]. The production

of pure copper nanoparticles is rare unless the entire proce-
dure is carried out under an inert atmosphere [4, 5]. Khanna
et al. [6] confirmed the preparation of pure copper nanopar-
ticles by reducing the copper salt with sodium formaldehyde
sulfoxylate in the presence of carboxylic acids. However, the
stability of the resulting nanoparticles after exposure to air
has not been studied.

Cu nanoparticles are usually protected with a blocking
agent to minimize oxidation and control crystal growth by
reducing the surface energy of the crystals [10]. However,
blocking agents or stabilizers can significantly reduce oxida-
tion but cannot completely prevent it due to their molecular
movement [7, 8].

Some reports suggest that reaction medium pH values
between 9 and 10.5 affect the production of pure copper
nanoparticles. Copper ions can be reduced to Cu, Cu2O
or CuO depending on the reducing ability of the reducing
agent [9]. A mixture of Cu and Cu2O nanoparticles has been
achieved at pH values up to 12. At low pH values, the for-
mation of CuO and Cu2O is prevented (9,10,11,12). In ad-
dition, by varying the concentration of the stabilizing agent,
the size and shape of nanoparticles can be controlled [10].
Cu nanoparticles were synthesized in aqueous media using
CuSO4 · 5H2O, polyvinylpyrrolidone (PVP) and sodium hy-
pophosphite. The authors observed that at higher concentra-
tions of PVP, the proliferation of Cu nanoparticles was pre-
vented (9).

The production of Cu NPs consisting solely of Cu(0), free
of CuO and Cu2O, increased the number of applications,
demonstrated higher antimicrobial efficacy, and was less cy-
totoxic compared to CuO NPs (13). Copper nanoparticles
are obtained by reduction from solutions of their salts with
reducing agents such as hydrazine hydrate and sodium boro-
hydride (have high reducing ability), which are toxic sub-
stances, in the presence of stabilizers of various natures (14-
17). In recent years, there has been increased interest in en-
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vironmentally friendly methods for the synthesis of metal
nanoparticles using non-toxic and environmentally friendly
substances. In works [18-23], copper nanoparticles are syn-
thesized by reduction from an aqueous medium with ascorbic
acid and glucose.

Excess ascorbic acid may act as a stabilizer, preventing the
rapid oxidation of copper nanoparticles by oxygen (24). As
a reducing agent, ascorbic acid effectively promotes the re-
duction of copper, even at low concentrations [25-31]. Thus,
in the initial minutes of the reaction, a complex of copper
with ascorbic acid is formed, which undergoes redox decom-
position, resulting in the formation of ultrafine copper and
oxidation products of ascorbic acid. Ascorbic acid exhibits
an effective stabilizing effect, protecting copper nanoparti-
cles from oxidation for a long time.

The size, morphology, stability, and other characteristics
of the resulting copper nanoparticles are influenced by a
number of factors (Fig.1)(32).

Fig. 1

Figure 1 reveals that the synthesis of metal nanoparticles
by a chemical method is carried out in combination with
external influences, such as infrared, ultraviolet, X-ray, mi-
crowave and ultrasonic radiation. The method with ultra-
sonic radiation is known as sonochemistry and a huge num-
ber of research works are devoted to this method (33-37). In
the synthesis of nanoparticles, ultrasound is mainly used for
the synthesis and dispersion of nanomaterials (38). The use
of ultrasound in the synthesis of metal nanoparticles in the
chemical method is explained by the following factors:

Ultrasound creates high-speed shock waves, creating cav-
itation in the liquid, which breaks down large particles and
promotes the formation of nanoparticles.

Ultrasound promotes uniform distribution of reagents in
the reaction mixture, which also contributes to the formation
of homogeneous nanoparticles. Ultrasound increases the re-
activity of reagents, which accelerates the synthesis process.
This is due to the fact that ultrasonic waves cause ionization
of reagent molecules. Ions are more reactive than neutral
molecules, so they react more easily. This also helps speed
up the synthesis process. As a result of the use of ultrasound
in the synthesis of metal nanoparticles using the chemical

method, it is possible to obtain nanoparticles with high pu-
rity and homogeneity.

Figure 1 lists all the external influences used in the chem-
ical method, but research work devoted to the use of a mag-
netic field is almost never found. In work (39), the authors
studied the effect of electric and magnetic fields on the syn-
thesis of copper nanoparticles using a laser method. The re-
sult shows that the resulting nanoparticles have a mixture of
Cu and Cu2O. Therefore, based on the analysis of literary
sources, it was decided to investigate a method for produc-
ing copper nanoparticles by reducing non-toxic stabilizers in
an aqueous environment with ascorbic acid, which is an en-
vironmentally friendly reducing agent, in combination with
ultrasound and a constant magnetic field.

II EXPERIMENTAL DETAILS

Three methods were used:
Method 1. The synthesis of copper nanoparticles was car-

ried out without using a stabilizer.
Method 2. The synthesis of copper nanoparticles was car-

ried out using the stabilizer polyvinylpyrrolidone (PVP).
Method 3. Synthesis of nanoparticles using a magnetic

field. Materials for the experiment: copper sulfate (CuSO4),
Ascorbic acid (C6H8O6), polyvinylpyrrolidone (PVP), dis-
tilled water.

Method 1. To obtain copper nanoparticles, a solution of
CuSO4 ·5H2O was prepared in an aqueous solution with a salt
concentration of 0.16 mol/L and a volume of 400 ml and 200
ml of ascorbic acid was added to the solution with continuous
stirring on a magnetic stirrer.

In work (24), to determine the optimal ratio between the
copper salt and the reducing agent ascorbic acid, solutions
stabilized with polyvinylpyrrolidone were prepared with a
ratio of copper sulfate: ascorbic acid = 1:50, 1:75, 1:100,
1:150 and a concentration of CuSO4 · 5H2O 0.01 mol/l. As
an alkaline agent, a concentrated solution of NaOH was in-
troduced dropwise to pH 10-11.

In our case, we used the ratio of copper sulfate: ascorbic
acid = 1:10 in each method without using a stabilizer.

Experimental setup: The experimental setup is very sim-
ple. The ultrasonic transducer with a maximum power of 200
watts has 4 transducers. Each transducer has a power of 50
watts and is located in a bath of water to provide ultrasound
transmission and to cool the solution. As shown in Figure
2, the flask with the solution is located above the ultrasonic
transducer and the ultrasound is directed vertically upward
on four sides (arrows numbered 1, 2, 3, 4 on the flask indi-
cate the direction of the ultrasound) to ensure the uniformity
of the ultrasound while creating a complex acoustic field.
During the synthesis process, under this complex field, the
solution on the flask constantly fluctuated.
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Fig. 2: Experimental setup

The synthesis of copper under the influence of ultrasound
continued for 1 hour. Initially, the color of the solution was
green; after adding the precursor, the color of the solution
became yellowish. 20-30 minutes after the start of the exper-
iment, the color turned bright brown (Figure 3). This can be
explained by the fact that the reaction in the chemical reduc-
tion method took place under ultrasonic influence. It can be
said that the chemical reduction method can be carried out in
combination with ultrasound.

Fig. 3: The process of synthesizing copper nanoparticles

X-ray diffraction analysis (XRD) of the prepared sample
of copper nanoparticles was carried out, Cu−K X-rays with
a wavelength λ = 1.54056 A, data were taken for the 2θ

range from 10 to 80◦ with a step of 0.025◦.

Surface morphology was analyzed using SEM.

III RESULTS AND DISCUSSION

XRD analysis of the phase and elemental composition re-
vealed that the composition of the resulting nanoparticles
consists of pure copper (Figure 4).

Fig. 4: Phase and elemental XRD analysis

The synthesis of pure copper nanoparticles is explained
by the presence of ascorbic acid. The work (24) states that
ascorbic acid has a good stabilizing effect, protecting copper
nanoparticles from oxidation for a long period. And also in
work (24) it is said that excess ascorbic acid can act as a stabi-
lizer, preventing the rapid oxidation of copper nanoparticles
with oxygen, which justifies our choice of the ratio copper
sulfate: ascorbic acid = 1:10.

The diffraction pattern is shown in Figure 5. Higher peaks
indicate more crystals diffracting the X-rays at that angle.
The X-ray diffraction pattern has two distinct peaks, one
at approximately 43 degrees and the other at approximately
50.5 degrees 2θ , corresponding to the (111) and (200) crys-
tal planes of face-centered cubic (fcc) copper. These peaks
are sharp, indicating clear crystallinity within the sample.

XRD analysis confirmed the presence of 81.07% amor-
phous structures and 18.93% crystalline structures in the syn-
thesized samples. The high percentage of amorphous struc-
tures is due to the process in cavitation bubbles. In work (35)
it is assumed that the nature of the formation of amorphous
nanoparticles under ultrasonic influence is explained by the
fact that the rapid process of explosion of a cavitation bubble
does not allow the growth of crystallization centers, and sev-
eral such centers are formed in each bubble. The growth of
these centers is limited by explosion (40).

Under these extreme conditions, mixing of the constituent
particles at the atomic level is achieved in the amorphous
phase, so that the crystalline phase can be obtained by an-
nealing at relatively low temperatures (35). The peaks in Fig-
ure 4 are due to the crystalline structures of the nanoparticles
(18.93%).

Morphology analysis (SEM) (Figure 6) shows that the
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Fig. 5: XRD pattern of Cu nanoparticles

nanoparticles are mainly spherical in shape with some degree
of faceting. Particle sizes are not uniform, but aggregation is
minimal. The surfaces of the particles are not smooth, they
have roughness and unevenness. The particle size may be
large due to agglomeration or special synthesis conditions.

Fig. 6: Morphology analysis (SEM) of Cu nanoparticles obtained
using method 1

The production of such large particle size can be prevented
as follows:

First. To prevent the agglomeration of nanoparticles
during synthesis, it is necessary to use stabilizers such as
polyvinylpyrrolidone (PVP), polyacrylamide, etc., which

prevent the agglomeration of particles.
Second. The duration of exposure to ultrasound is in-

versely proportional to particle size. The work (40) states
that copper nanoparticles obtained as a result of a reaction of
less than 20 minutes form particles with a size of about 80
nm, while if the reaction is extended to 30 minutes, the size
of the resulting particles will be 45 nm. This result is be-
lieved to be due to the sufficient amount of energy supplied
to the system by ultrasound after a certain time and can cause
nucleation breakdown. The results will be inversely propor-
tional in the sense that the size will increase after increasing
the sonication time to 40 minutes. This is thought to be due
to changes in the crystal structure caused by abundant ultra-
sound energy after a critical time has elapsed (41).

In our method, the synthesis of copper nanoparticles was
carried out under the influence of ultrasound for 1.5 hours.
Therefore, copper particles with a large size were obtained.

Method 2.To obtain copper nanoparticles, a solution of
CuSO4 ·5H2O was prepared in a 0.1% aqueous solution of a
stabilizer with a salt concentration of 0.16 mol/L and a vol-
ume of 400 ml and 200 ml of ascorbic acid was added to the
solution with continuous stirring on a magnetic stirrer. The
stabilizer polyvinnipyrrolidone (PVP) was added to the solu-
tion.

As in Method 1, Method 2 the ratio of copper sulfate:
ascorbic acid = 1:10 was used. But the duration of the
reaction under the influence of ultrasound lasted 30 minutes.

SEM analysis is shown in Figure 7.
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Fig. 7: XRD analysis of the resulting Cu nanoparticles by method 3

Copper nanoparticles obtained by the reduction of copper
sulfate with ascorbic acid in the presence of PVP and ultra-
sound have a spherical shape, a uniform size distribution and
a granular surface. The agglomeration of particles is insignif-
icant, which indicates the stabilizing effect of PVP and ul-
trasound. The presence of PVP, which acts as a stabilizer,
appears to have helped achieve a relatively constant particle
size, preventing excessive agglomeration and growth. And
ultrasound, in turn, did provide some dispersion, preventing
particles from forming larger agglomerates.

Fig. 8: Morphology (SEM) analysis of Cu nanoparticles obtained
by Method 2

Comparing Figure 6 and Figure 7, it can be seen that
the size of copper nanoparticles when using the stabilizer
polyvinylpyrrolidone (PVP) is smaller than in the absence
of PVP when synthesizing copper nanoparticles.

Method 3. To obtain copper nanoparticles, a solution of
CuSO4 ·5H2O was prepared in an aqueous solution of a stabi-
lizer with a salt concentration of 0.01 mol/l and a volume of
400 ml and 200 ml of ascorbic acid was added to the solution
with continuous stirring on a magnetic stirrer. The stabilizer
polyvinnipyrrolidone (PVP) was added to the solution. The
experiment was carried out under the influence of ultrasound
and a constant magnetic field for 60 minutes.

As in Method 2, Method 3 it was used the ratio of copper
sulfate: ascorbic acid = 1:10.

XRD analysis of the resulting nanoparticles is shown in
Figure 8.

Elemental analysis showed that the powder consisted
of pure copper. XRD analysis confirmed the presence
of 81.56% amorphous structures and 18.44% crystalline
structures in the synthesized samples.

SEM (10 µm resolution) analysis of the synthesized cop-
per nanoparticles is shown in Figure 9.

Copper nanoparticles synthesized by the reduction of cop-
per sulfate with ascorbic acid in the presence of PVP have a
spherical shape, a uniform size distribution, and a somewhat
textured surface. The use of a magnetic field during synthesis
leads to a decrease in the agglomeration of particles and an
improvement in their shape and surface. The previous SEM
image (Figure 7) showed particles that were slightly more
agglomerated compared to this image (Figure 9), where the
application of a magnetic field appeared to result in better
particle dispersion. The nanoparticles in both images (Fig-
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ure 7 and 9) are spherical in shape, but in the current image
(Figure 9) they have a smoother texture, which may be due to
the magnetic field ordering effect during particle formation.

Fig. 9: Morphology analysis (SEM) of Cu nanoparticles obtained
using Method 3.

From Figure 10 (SEM at 5 µm resolution), it can be seen
that several nanoparticles with the smallest size were at-
tracted to the larger nanoparticles. The SEM image shows
that the copper nanoparticles have different shapes and sizes.

Fig. 10: Morphology analysis (SEM) of Cu nanoparticles
synthesized using Method 3.

Some nanoparticles are spherical in shape, while others
are irregular in shape.

The most likely reason that some of the smallest nanopar-
ticles are attracted to larger nanoparticles is that they have an
electrical charge. Copper nanoparticles can have a positive
or negative charge depending on the synthesis conditions. If
nanoparticles have opposite charges, they can be attracted to
each other.

The electrical charge of nanoparticles can be caused by
various factors, including:

• Type of material from which the nanoparticles are

made;

• Nanoparticle size;

• Concentration of the solution in which the nanoparticles
are located;

• Presence of impurities in the solution.

In this case, since copper synthesis was carried out un-
der the influence of ultrasound and a permanent magnet, it is
possible that these processes led to the formation of nanopar-
ticles with opposite charges.

From Figures 11 it is clear that the size of nanoparticles
synthesized using a magnetic field is significantly smaller
than without using a magnetic field. It can be assumed that
the magnetic field affects the particle size.

Fig. 11: SEM analysis of Cu nanoparticles synthesized without
using a magnetic field

Figure 11(a) shows a significant degree of agglomeration.
In Figure 11(b), the particles are also close together but show
a higher degree of separation, which can be explained by the
ordering effect of the magnetic field during the particle for-
mation process.

Size and Uniformity: Both sets of nanoparticles have a
uniform size distribution. However, Figure 11(b) shows more
uniformly shaped nanoparticles, suggesting that the magnetic
field may promote more uniform crystal growth.

IV CONCLUSION

Using a ratio of copper sulfate to ascorbic acid of 1:10
makes it possible to synthesize pure Cu nanoparticles. Ascor-
bic acid has a good stabilizing effect, protecting copper
nanoparticles from oxidation for a long period.

The presence of polyvinylpyrrolidone (PVP) polymer ef-
fectively stabilizes particles during the synthesis process due
to the dispersive effect of ultrasound. This stabilizing ef-
fect of PVP helps to achieve a constant particle size, pre-
venting excessive agglomeration and promoting stable par-
ticle growth. The size of nanoparticles synthesized using
a magnetic field is significantly smaller than without using
a magnetic field. Copper nanoparticles with an amorphous
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structure were synthesized using ultrasound. We can con-
clude that our proposed method is simple and makes it pos-
sible to obtain pure copper nanoparticles with an amorphous
structure.
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Abstract– The modern economic landscape is swiftly transition-
ing to a primarily digital paradigm. This budding digital econ-
omy stands at the forefront of economic advancement, reshaping
business relations built on information-driven B2B collaborations.
Newly emerging digital strategies and information networking are
becoming crucial in a progressively globalised economy. These
changes mark the shift from a territorially-bound real economy to
an interconnected, online one. This evolution is fostering the devel-
opment and introduction of innovative business approaches. With
the rise of blockchain technology, the digital economic arena is set
for deeper integration worldwide. This paper explores the transfor-
mative role of blockchain in the digital economy and its potential to
advance the sector further.
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sation, financial transactions, cryptocurrency, smart contracts.

I INTRODUCTION

The advent of the digital era has radically reshaped the
worldwide economic terrain. As technological advances
have progressed, they have paved the way for novel forms
of both individual and business interactions. Now, the digital
economy stands not merely because of these shifts but as a
primary driver, empowering enterprises to tap into the vast
expanse of the internet, access wider audiences, and culti-
vate thriving online platforms. Those enterprises that adeptly
integrate online insights into their central tactics find them-
selves at the cutting edge of value generation and efficiency.

The digital economy represents many business operations
rooted in online infrastructures, enriched by a diverse mix of
information, uninterrupted connectivity, and adaptable appli-
cations. Data is the linchpin of this framework. Advanced
countries, having leveraged this shift, now observe the dig-
ital economy rising as a central industrial segment, an ob-
servation echoed in several emerging economies. This up-
ward trajectory can be ascribed to three primary catalysts:
burgeoning user populations, advances in computational ca-

pacity, and widespread internet access [1].
Crucial foundations supporting the digital economy com-

prise:

• Electronic Network: Serving as the spine of the dig-
ital economy, these networks amalgamate global com-
puting systems, applications, and software, eradicating
geographical barriers. This intricate web connects var-
ied entities, from multinational enterprises and govern-
ments to individual consumers.

• Online Transactions: Within the digital realm, busi-
nesses predominantly transact online. This sphere in-
cludes online retailers, manufacturers, and logistical
centres. Pioneering platforms, such as Uber and Airbnb,
underscore the profound changes in global trade, fulfill-
ing a wide range of market demands.

• Intermediaries: The vastness of the internet has
carved out direct routes between purchasers and ven-
dors, simplifying operations and sidestepping tradi-
tional intermediaries. Platforms like Facebook, Insta-
gram, and Twitter exemplify this, facilitating unmedi-
ated business-consumer interactions [2].

However, the digital economy’s progress is full of hur-
dles. The surge in data and the internet’s rapid expansion
have highlighted security gaps. Regulatory frameworks often
must catch up to swift technological evolutions, resulting in
policy inconsistencies across countries that hinder the digital
economy’s smooth operation. Establishing trust and clarity,
especially within supply chains, becomes paramount [3].

Acknowledging these impediments, organisations are
gravitating towards blockchain technology. This nascent so-
lution aims to embed trust within the digital framework. Cur-
rent trends reveal a growing appetite to integrate blockchain
into the digital economy. As this amalgamation progresses,
the Internet of Things (IoT) becomes an essential counter-
part, broadening the boundaries of network interconnectivity.
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II BLOCKCHAIN TECHNOLOGY

Unravelling the intricate mechanics of blockchain can be
likened to peeling back the layers of a digital onion — each
layer unearthing further complexities. While an exhaustive
breakdown exceeds the scope of this discussion, it is crucial
to grasp a basic understanding of its principal concepts and
operations, particularly within the digital economy context
[4].

At its core, blockchain functions as a digital ledger, dis-
tributed openly across multiple computers. It chronologi-
cally records transactions, each grouped into ‘blocks’. Pic-
ture these blocks as chapters in a book, recording events in
real-time. This decentralised system ensures that all partici-
pants can access the ‘book’, yet no single user or group can
modify its earlier pages without a consensus.

Critical facets of blockchain in the digital context include
[5]:

• Decentralisation: Like how the internet permits free-
flowing information without a main broadcasting point,
the digital economy functions without a central author-
ity. Blockchain, inherently decentralised, reflects this
design. It creates an arena where participants, wher-
ever they might be, can access and confirm transactions
without centralised oversight.

• Robust Data Security: Visualise each blockchain
record as a journal entry, sealed with a distinct stamp,
and safeguarded in a secure box (the block). Each box
is secured with a cryptographic key, ensuring the access
stays intact and protected. When a fresh entry is made,
it is placed in a new box linked to the prior one, estab-
lishing an exceedingly difficult sequence to alter.

• Transparency and Trust: Envision if every online
transaction were crystal clear, permitting all stakehold-
ers to inspect and affirm its legitimacy. This is the level
of transparency blockchain offers. Such openness fos-
ters trust, which is paramount for enterprises and gov-
ernments functioning digitally.

• Smart Contracts: View smart contracts as digital dis-
pensers. Input the conditions (akin to inserting a coin),
and the dispenser autonomously delivers the specified
item, negating the need for a middleman. These self-
executing agreements operate precisely as programmed,
automating trust and ensuring involved parties adhere to
their commitments [6].

• Reflection: As we traverse the digital economy land-
scape, tools like blockchain emerge as not merely com-
ponents but as pivotal links. Their significance and in-
fluence, which we will delve deeper into, indicate a fu-

ture digital environment that is more cohesive, transpar-
ent, and reliable.

How blockchain technology is transforming the digital
economy

While the rise of blockchain is often linked with Bitcoin
and its digital counterparts, its reach goes beyond just
cryptocurrencies. Initially developed as a safeguard for
Bitcoin, the capabilities of blockchain have vastly expanded,
revolutionising multiple sectors due to the persistent endeav-
ours of developers and researchers. Several global giants
today exemplify blockchain’s adaptability, incorporating it
into various economic sectors [7].

Supply Chain Management:
Historically, supply chains followed a straightforward tra-

jectory shaped by local trade. However, with the advent of
globalisation and the growth of the digital economy, these
chains have become increasingly complex. The ascendancy
of manufacturing powerhouses like China has further com-
plicated matters. In this tangled environment, determining
a product’s provenance and worth becomes challenging for
consumers and businesses [8].

Blockchain, employing its decentralised ledger, offers
a sophisticated resolution. For example, SkyCell [9] has
adeptly integrated blockchain with IoT sensors to craft
advanced refrigerated containers designated for medici-
nal transportation. These sensors diligently monitor the
medicine’s global location, temperature, and humidity in
real-time. Blockchain safeguards these parameters, and
all corresponding logistical documents are meticulously
archived in a digital ledger, ensuring the data remains
immutable and resistant to tampering, serving as cred-
ible evidence. In a related vein, since 2018, Walmart
has harnessed blockchain to oversee their leafy green
suppliers. Their primary objective is to enhance product
safety and expedite evidence provision during disputes
[10]. These modern implementations highlight the evolving
supply chain’s emphasis on transparency, authenticity, and
consumer-centricity.

Financial Transactions and Services:
The days when financial institutions viewed technology

with suspicion and clung to archaic systems are long gone.
In today’s dynamic environment, they are not just adapt-
ing to technological advances but spearheading them, with
blockchain emerging as a pivotal enabler [11].

Leading financial entities and government bodies are
wholeheartedly adopting blockchain. For instance, the
Bank of Canada and the Monetary Authority of Singapore
have introduced blockchain-supported cross-border and
cross-currency transfers. Similarly, JPMorgan Chase’s
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‘JPM Coin’ capitalises on blockchain to facilitate smooth
institutional transactions.

Alternative Financing:
For many in developing countries, accessing capital can

appear daunting, primarily attributed to the rigid collateral
demands of traditional banks. While the digital economy has
paved certain avenues, substantial barriers remain [11].

Blockchain, championing a decentralised approach, offers
innovative solutions. Presently, startups, SMEs, and individ-
uals find gateways to reliable funding sources, with cutting-
edge platforms paving the way. For instance, Chainlink has
gained attention for its decentralised Oracle network that
bridges smart contracts with real-world data, enabling ver-
satile financial tools. Similarly, Circle’s USDC, a stablecoin
pegged to the US dollar, offers a transparent, secure, and ef-
ficient medium of exchange and store of value, bypassing the
complexities of traditional finance.

Emerging businesses, particularly in rapidly developing
economies, are turning to these blockchain-fuelled avenues.
Through their efforts, they are not only accessing vital
capital but also contributing to a financial system that is
more interconnected, defies geographical boundaries, and
truly represents a globalised digital economy.

Challenges in Implementing Blockchain Technology
While the prospects of blockchain technology in revolu-

tionising the digital economy are up and coming, it is also
essential to acknowledge the challenges that may impede its
full-scale implementation.

• Limited Expertise: Blockchain is a relatively new fron-
tier in the tech world. The demand for specialists
adept in blockchain development and integration far
outstrips supply. Educational institutions and training
programmes are still catching up, leading to a skills gap
in the market.

• Cultural Reluctance: Change is often met with resis-
tance. Transitioning to blockchain requires technologi-
cal adjustments and a fundamental shift in business ap-
proaches and philosophies. Organisations ingrained in
traditional methodologies might need help to embrace
this decentralised model, stemming from unfamiliarity
and a sense of losing control.

• Data Security Concerns: Though blockchain is hailed
for security benefits, no technology is impervious to
threats. As the blockchain ecosystem grows, it becomes
a target for cyber-attacks, requiring ever-evolving secu-
rity measures to avoid potential breaches.

• Technological Adoption: Integrating blockchain with IT
infrastructure can be intricate. Compatibility issues,
lack of standardisation, and the need for robust sys-
tems to handle blockchain’s demands can pose signif-
icant challenges.

• Regulatory Hurdles: Given blockchain’s disruptive na-
ture, many countries and industries have yet to establish
a clear regulatory framework. The evolving nature of
these regulations can pose uncertainties for businesses
looking to invest heavily in blockchain solutions.

• Scalability Issues: Blockchain networks, especially
public ones, face transaction speed and volume chal-
lenges. As the adoption rate increases, ensuring these
networks can handle larger volumes without compro-
mising speed and efficiency becomes paramount.

Addressing these challenges requires a collaborative ef-
fort from industry leaders, policymakers, educational institu-
tions, and innovators. Only through a united approach can
the true potential of blockchain be realised in transforming
the digital economy.

III CONCLUSION

The dawn of the digital economy has unequivocally re-
shaped how countries and businesses function, signifying a
marked shift from traditional economic paradigms. However,
as this digital metamorphosis approaches its pinnacle, there
emerges an imperative for avant-garde technologies to am-
plify its momentum. Blockchain is a lighthouse, allowing na-
tions to mould a seamlessly interconnected digital economy
that links governments, enterprises, and individuals globally.
With blockchain steering the ship, the digital economy is set
to navigate beyond established horizons.

A forward-thinking approach is essential to unlocking
blockchain’s potential, which promises enhanced cross-
border dealings, unparalleled transparency, and fortified trust
amongst parties. Corporations and governmental entities
need to rally behind blockchain’s promise. They must lead
endeavours that envision and implement cutting-edge, user-
focused blockchain strategies, fuelling the enduring advance-
ment and transformation of the digital economy.
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Abstract– Nowadays, the socio-political, economic and cultural
development of the social life in Uzbekistan, a change in the ed-
ucational paradigm is taking place, as a result of which a person-
oriented approach becomes the leading one, allowing to create con-
ditions for effective training and further professional development
of the specialist’s personality, its improvement and continuous edu-
cation. We consider, a student-oriented approach in teaching for-
eign languages as a professional communication phenomenon to
future specialists in non-linguistic universities is a process of or-
ganizing training that fully stimulates the manifestation of the stu-
dent’s intellectual activity and helps to awaken his interest in him-
self as a linguistic personality. This approach is implemented by
communicative means and situations that encourage the student to
actively search for personal realization, the value of communicative
experience for the development of a person as an individual. The
indispensable conditions for the effectiveness of teaching foreign
professional communication in the context of a personality-oriented
approach, we consider: the implementation of the subject-subject
relationship between the teacher and the student; the leading and
guiding role of the teacher in the educational process; the use of
traditional and innovative pedagogical technologies and methods,
technical means, active and interactive forms of training.

Key words– student-oriented approach, learner-centered educa-
tion, paradigm of education, personality-developing potential, reg-
ular formative assessments, real-world relevance.

I INTRODUCTION

In an era characterized by rapid technological advance-
ments and evolving educational paradigms, a student-
oriented approach to teaching has emerged as a crucial
framework for enhancing the learning experience, particu-
larly in technical disciplines. This approach prioritizes the
needs, interests, and abilities of students, fostering active en-
gagement and critical thinking. As technical fields become
increasingly complex, adopting a student-centered method-
ology can better prepare students for real-world challenges

and cultivate the skills necessary for lifelong learning. This
article explores the principles, benefits, challenges, and prac-
tical strategies associated with a student-oriented approach in
teaching technical students.

II THE MAIN PART

1. The Concept of a Student-Oriented Approach
1.1. Defining Student Orientation
A student-oriented approach, often referred to as learner-

centered education, shifts the focus from traditional teaching
methods – where the instructor is the primary source of
knowledge to strategies that emphasize students as active
participants in their learning. This pedagogical shift en-
courages students to take responsibility for their education,
facilitating deeper understanding and retention of material.

1.2. Key Principles of a Student-Oriented Approach

1. Active Learning: Students are encouraged to engage
with the material through hands-on activities, discus-
sions, and collaborative projects, fostering a deeper un-
derstanding of technical concepts.

2. Personalization: Instruction is tailored to meet the di-
verse needs and learning styles of students, allowing for
differentiated pathways to mastery.

3. Collaboration: Emphasizing group work and peer-to-
peer learning enhances communication skills and allows
students to learn from one another’s perspectives.

4. Reflection: Students are encouraged to reflect on their
learning experiences, promoting metacognition and
self-awareness regarding their strengths and areas for
improvement.

5. Real-World Relevance: Learning is contextualized
within real-world applications, helping students see the
value and relevance of their studies.
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2. Benefits of a Student-Oriented Approach
2.1. Enhanced Engagement and Motivation
When students are actively involved in their learning

process, they are more likely to be engaged and motivated.
A student-oriented approach fosters a sense of ownership
over their education, encouraging students to take initiative
and pursue their interests within technical subjects. Engaged
students are also more likely to develop a passion for their
field, leading to greater persistence and academic success.

2.2. Development of Critical Thinking Skills
Technical fields require not only the ability to understand

and apply knowledge but also critical thinking and problem-
solving skills. A student-oriented approach encourages
students to analyze, evaluate, and synthesize information,
promoting higher-order thinking. Through collaborative
projects and inquiry-based learning, students learn to
approach problems from multiple angles and develop inno-
vative solutions.

2.3. Preparation for the Workforce
Employers increasingly seek graduates who possess

not only technical expertise but also strong interpersonal
skills, adaptability, and the ability to work collaboratively.
A student-oriented approach mirrors the dynamics of the
modern workplace, where teamwork and communication
are vital. By cultivating these skills during their education,
students are better prepared to navigate the complexities of
their professional environments.

2.4. Improved Learning Outcomes
Research has shown that student-centered teaching meth-

ods lead to improved learning outcomes, including higher
academic achievement and better retention of knowledge.
By tailoring instruction to meet the diverse needs of students,
educators can facilitate deeper understanding and mastery of
technical concepts, ultimately resulting in more competent
graduates.

3. Challenges in Implementing a Student-Oriented Ap-
proach

3.1. Resistance to Change
Many educational institutions operate within traditional

frameworks that prioritize teacher-led instruction. Imple-
menting a student-oriented approach may face resistance
from faculty who are accustomed to conventional methods.
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Overcoming this resistance requires professional develop-
ment, institutional support, and a commitment to fostering a
culture of innovation in teaching.

3.2. Resource Limitations
A student-oriented approach often requires additional

resources, including technology, training, and materials to
support active learning environments. Institutions may face
budget constraints that limit their ability to fully implement
these methods. However, creative use of existing resources
and collaboration among faculty can mitigate some of these
challenges.

3.3. Assessment Practices
Traditional assessment methods may not align with

a student-oriented approach, which emphasizes process
over product and collaborative learning. Developing new
assessment strategies that accurately reflect student learning
and skills acquisition can be a complex task. Educators
must adopt formative assessments that provide ongoing
feedback, peer assessments, and self-evaluations to align
with a student-centered philosophy.

4. Practical Strategies for Implementation
4.1. Active Learning Techniques
Incorporating active learning techniques into the cur-

riculum can significantly enhance student engagement.
Strategies such as problem-based learning (PBL), case
studies, simulations, and hands-on labs allow students to
apply theoretical knowledge to practical scenarios. For
instance, engineering students can work on real-world
projects that require them to design, prototype, and test
solutions, bridging the gap between theory and practice.

4.2. Technology Integration
Leveraging technology can enhance the student-oriented

approach by facilitating interactive learning experiences.
Online discussion forums, virtual labs, and collaborative
software enable students to engage with course material and
with each other outside the traditional classroom setting.
Additionally, learning management systems can provide
personalized learning paths, allowing students to progress at
their own pace.

4.3. Reflective Practices
Encouraging students to engage in reflective practices,

such as journaling or group discussions about their learning
experiences, promotes self-awareness and critical think-
ing. Reflective activities can help students assess their
understanding of technical concepts, identify areas for
improvement, and develop strategies for future learning.

4.4. Continuous Feedback and Assessment
Implementing continuous feedback mechanisms is es-

sential for a student-oriented approach. Regular formative
assessments allow instructors to gauge student under-
standing and provide timely feedback. This approach not
only helps students track their progress but also fosters a
growth mindset, encouraging them to view challenges as
opportunities for learning.

III CONCLUSION

A student-oriented approach to teaching technical students
represents a significant shift in educational philosophy. By
prioritizing active engagement, collaboration, and real-world
relevance, educators can cultivate a learning environment
that not only enhances academic performance but also pre-
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pares students for the complexities of the modern workforce.
While challenges exist in implementing this approach, the
benefits it offers – ranging from improved critical thinking
skills to greater student motivation – are profound. By em-
bracing a student-centered methodology, technical universi-
ties can empower their graduates to become adaptable, in-
novative, and competent professionals ready to thrive in an
ever-changing technological landscape.
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